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CHAPTER 1 BACKGROUND

1.1 INTRODUCTION

Adaptive ph, sed array radar (APAR) represents one of the most demanding

signal processing problems that merits consideration of the use of advanced

signal processing techniques such as optical processing. In this report, we

summarize the res ults -f . 0l' v ar advanced study of the use of optical pro-

cessing for APAR. The hasic concepts and the three major optical signal pro-

cessing (OSP) approaches used are reviewed in Sects. 1.3-1.5. In Sect. 1.2,

we provide an overview and summary of the relevant APAR issues. In Chapters

2-4, each of the new OSP techniraus is considered in more detail. Our sumrarv

and conclusions are advanced in Chapter 5.

In Sec'. 1.2, the salient issues of A!PAR as they apply to our OSP solutions

are reviewtd. For a more global description of APAR research, see [1]. In Sect.

1.3, we outline our coherent optical correlator (COC) algorithm and approach.

In this system, an optical processor is used to compute the far field noise distri-

bution in angle (or space) and time (or frequency) for a phased array. OSP systems

using acousto optic (AO) transducers are used to achieve the necessary system real-

ization ":I the desired performance. A post processor can then compute the set of

adaptive weights to apply to the elements of the antenna to null this far field

noise pattern. The details of this system and our recent research on it are in-

cluded in Chapter 2.

| tIn Sect. 1.4, ve outline and highlight our second OSP technique for APAR pro-

cessing. This system is basically an optical matrix-vector multiplier with an

A



-2-

electronic feedback loop. The rmatrix-vector multiplier is realized by a linear

array of LEDs, fiber optic interconnections, a mask and a linear photo detector

array with parallel output. The addition of an electronic feedback system results

in an optical system capable of solving a general matrix-vector equation. We

refer to this as an iterative optical processor (IOP). For APAR applications,

this system is used to compute the set of adaptive weights 1 given the covariance

matrix M in the steering vectoc S. This system has been fabricated and evaluated.

It is described in Chapter 3.

The third and final OSP system for APAR uses multiple input wavelengths as an

adjunct to the iOP system of Chapter 3. The resultant wavelength diversity processor

(WDP) is highlighted in Sect. 1.5 and described in detail in Chapter 4. It greatly

*enhances the capability of the IOP system and allows the use of many new algorithms

and optical data processing operations for diverse APAR and signal processing appli-

cations.

1.2 APAR OVERVIEW AND REVIEW

A simplified block diagram of an adaptive phased array processor is shown in

Fig. 1.1. The basic concept is to multiply each of the received signals v by an
n

appropriate weight w and to then sum these products to produce the outputn

N
E = . w v. (1.1)

n n n

If the same weight is applied to all elements, the beam formed is normal to the

array and described by

sin T Nd sin 0)

E (&) = K si d sin " ) (1.2)

si



where d is the element-element spacing, is the steering vector of the array,

and N is tile number or elements. By varying the phases of the weights w n, the

beam can be steered to different directions. This is achieved by selecting the

phases such that a signal incident from the desired scan angle adds in phase

across the array.

By adjusting the amplitudes and phases of the w n the sidelohe levels can ben
•

decreased and the effects of other noise sources in the antenna's field of view

can be reduced. In such APAR systems, nulls are placed at angles and frequencies

in the antenna pattern corresponding to different noise sources. The adaptive

control is achieved by separate adaptive loops on each of the antenna elements as

shown in Fig. 1.2. The steering signals s* indicate the direction in which the
n

array is steered and hence the location of the antenna's main beam. The z VaOLJ, s

Wn
are the correlation of the received array signals v and the output g w v

n n n

When w (D g is large, u and hence w change rapidly. The purpose of an adaptive
n n1 n"

array is to reduce the noise in g. When u in a given channel is large, the cor-n

responding weight wn has a larger effect on reducing the residue noise in g.

For receiver noise only, the same for all channels, the weights w all approach
n

the same value. If one w is larger, the corresponding w v term in g is largern n1 n

and this will cause larger z n and u n values for that channel, which will decrease

w . Thus, an adaptive array achieves uniform illumination only for receiver noise
n

alone. When tie received signal energy is less than the interference and noise

energy, the adaptive loops attempt to minimize the input power (subject to the steer-

ing vector constraint). If the noise in g is approximately zero, the z values will

be small and the w will be relatively constant.

The weiL;hts can be described by

( s* - n . (I. Iin n n)
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5

The low pass filter with time constant T can be described by

I u + u = z , (1.4)n n n

and

z =v* g =v* w v. (1.5)
n n n n n

These equations describe the response of each of the N adaptive loops. The vari-

ation of w depends on the inputs from all N channels and on the weights of the
n

other N-1 channe's. in matrix form, we describe the loops by

W = G (S* - U)

U+U=Z

Z = V (V - W), (1.6)

where V is a row vector and W etc. are column vectors. In terms of average
T

values

Z = *V T W = MW, (1.7)

where M is the covariant matrix

Mi.= Avg (V,* V.). (1.8)

Ef S is a constant steering vector, U = -W/G and the loop is described by

W W/G + (M + I/C) W = S , (1.9)

where I is the identity matrix. Equation (1.9) describes a set of N different

equations that describe the average response of the array weights W. The values

W depend upon the external noise (through M) and the control loop parameters (S

G and ). The conventional approach is to solve (1.9) for W and then apply these

W to the received array signals.
n
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The covariance matrix M is fundamental to all APAR processing theory since

it describes the noise environment. The diagonal terms in M are a measure of the

power in each channel, whereas the off-diagonal elements of M describe the direc-

tion of arrival of the noiae. The rate of convergence of (1.9) depends upon the

noise environment. The steady state solution to (1.9) is found with W = 0

(assuming G 1) to be

WM = S*. (1. 10)

The desired weights W can then be found from S and M -] as

W = M I S*. (1.)

Equation (1.11) can be obtained by inverting the matrix M, and forming the indi-

cated vector/matrix product. Computation of M requires 2 N samples at the signal

frequency to yield acceptable statistics.

Various correlation loop processors exist. The maximum SNR circuit is the

most popular. It uses the Widrow least mean square circuit. It requires an

initial estilate for W, computation of the gradient at different surface points,

Otc. until the minimum concave surface is obtained. The system in Fig. 1.2 uses

ai typical Howelis-Appelbaum loop in which the residue is fed back and correlated

with each of the received signals. The filtered cutputs are proportional to the

gradient. When subtracted from the steering signal, they yield the adaptive weights.

A modified random search technique with many variations also exist.

1.3 COHERENT OPTICAl, CORRELATOR SYSTEM

In the COC system, we compute the angular and temporal noise distribution of

the far field antenna pattern using acousto optic correlators. A dedicated hard-

ware digital post processor can then compute the set of adaptive weights from the
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picall comput edm( ) noise power N of the various noise sources at anglies

or Nm( r'), f (noise power ve rsus angle and f requencv distribution) patterns.

The details oif this system and our recent research on it are included in Chapter

2. In this sect ion, we highlight the system and algorithm concepts: involved for

backgrround purpos-s.

Since the basic r'oncept by which we determine the power N and the locationm

angle 1f each noise source is quite Atiffe'cn! frm the conventional aiuproach,

We brit fl\ review the system philosophy here.

eWe assume a phased arrav radar with N receiving elements with parameters

4l,,O in Iahle 1.1. The signal s received at antenna element n is correlated

with i refterence signal (the central element n = N/2 of the array is used as the

reference r for simplicity). We denote the total received signal at element n

due only to the noise source m at angle bv f . The total received signal at
m MY m

element n due to al I N sources is then

M
f = f (i.12)
n1 m nm

'ith respect to the reference element r, the signal received at n can be

described bv

f(t) = fnm(t- nm) (1.13)

wh e re

n k(r-n)d cos m (1.14)nm m

where k = 2/. For a single noise source m at mv the s, 1 received at elements

N/2 = r and n are the same; they are simply delayed in time by - . With M noisenm

sources present, we simply sum over m to obtain the total signal f received at

array element n.



TABLE 1.1 PHASED ARRAY RADAR NOTATION USED

N Number Of Phased Array Eloments

n A Given Phased Arraiy -lement

f Received Signal At Element n
n

f f nDue To A Source At Angle ;,nm n m

d Center-To-Center Separation Of Array Elements

Wavelength Of Radiaition

k Wave Number, k = 2"/A

M Number Of Noise Sources

m A Given Noise Source

Angle Of Noise Source m
m

frs Noise Source m At Angle
m m

I
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The time dependence of the received signals was explicitly included in

(1.13) to allow the delay in arrival time of the signal at two elements of the

array to be more conveniently written as i . Of utmost importance is the fact

that the delay between elements r and n is also a function of the angle of inci-

dence or the variable m of the noise source. This delay T is known in ad-
n - nm

vance (for a given array element n and direction I ), thus we know where to look

for a given channel n and angle C,m

The reference signal r sees the sum of M noise sources

f (t) = f (t) + f (t) + . . + f (t). (1.15)
r ri r2 rM

At array element n, we find

f (t) = frt-7n + f2(t-n +... + f (1.16)
n rl nl) r2 Tn2) frM(t7nm)'

Equations (1.15) and (1.16) express (1.13) and (1.14) in detail. The delay depends

on the element n as well as the angle a. The separate delays . and are re-
im km

lated by im K km: For different array elements n, the delay between the signal

received at successive array elements (due to a noise source at a fixed -) equals

the linear relationship shown.

The operations required on the reference array element f are to correlate itr

with all N other received signals f . This is the operation we propose to opticallyn

perform. We denote the correlation of the reference signal f r and all other N sig-

nals by C where
rn

N.t

C r = Cr( t-- nl ) + C r2(t-' n'2) + . + CrN(t-;nN). (1.17)

Each of these correlations f r f f r f,,, etc. contains many terms.

Al I cross terms are zero if the separate noise sources are assumed to be inde-

pendent or not coherent. The result of the c orrelation of ;ill pairs of correla-
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tions for all m thus yield the autocorrelation of all M noise sources with each

correlation located at its respective T value. Since T is related to P by (1.14),

the correlation of f and all f yields the desired information, the power andr n

angular distribution of all noise sources in the antenna's far field pattern, i.e.

In Fig. 1.3, we shown the general form for such a multi-channel correlation

output. Slit integration (with a specially-shaped detector or by post processing)

can provide the desired output information. In Fig. 1.4a, we show the output pattern

from such a system in the form of Fig. 1.3. After slit integration, the pattern

of Fig. 1.4h results with two peaks at the correct spatial locations corresponding

to the angular locations of the two noise sources and with the amplitude of each

proportional to the power of the corresponding noise source.

N (element number)
source 1 at 01

• , .N 7

source M at G

.-T (delay)

,, -- 11R GfR

Figure I . General form of the output of a multi-channel space integrating

correlator for APAR.

I :
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:he details of this approach to APAR processing are described elsewhere

For review, we highlight how this correlator approaich to APAR processing

relates t(, the more conventional techniques. In Fig. 1.3, tihe horizontal axis

is and the vertical axis is array element number n. The horizontal row of

spots at n = N in Fig. 1.3 renresent the correlation f r fN* Since f = fSr Nr m rm

and f = are each composed of the sum of the signals received from the M
N m N

noise sources and since these M noise sources are independent, the location of the M

spots along the horizontal line at n N occur at the " values given by (1.14).

Tli_,se locations are thus proportionr l to the 1 angles ' of the M noise sources.~m

The intensities of these M spots are proportional to the energies present in each

oC the M noise sources. These M spots of light are thus the M autocorrelations of

tli M N noise sources, each located at t =" given bv (1.14), and thus are propor-nm

tional to the ' noise source angles.m

We no.' show the equivalence of these optical and analytical formulations. Re-

call that the signals received at array elements 1 to N are f and the portion of
n

I due to a noise source at is given by (1.12). For a fixed , each element
n m m

n of the array sees the same signal f delayed in time by a different amountm

it each derector, i.e.,

f m(t) = fm(t-" nm8

whre is seen to depend on the arraiv element n and the angle - of the noisea

sotlcec. From (1.12) and (1.18), we cmn write the reCeived signal at element n

;is in (1.1 1) as the sum, over the N. source angles, of the signals f received at, nm

rr1 eI o.lmen t m°

flmI'ilt (i, ) of the c(IV ri, I , t rix M is f- or the average over time of

tIC prhjmt o! the signals received ait airray elements i and ]. We write this as
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M.. f.f. (t)f (t)dt. 1.19)

Substituting (1.13) into 1.19) we find (with the zero reference)

Mi.1 = m im) f M t dt. (1.20)

Without the ; zero reference, we have

fl. = " f t-: f t-, dt

= " m!iin f (Cm im-, im )I f m (t)dt1. )

-
(1.21)

where ij im m" Thus element (i ,) of M is the sum over M of the correla-

tions of the received signals evaluated at

For a fixed target angle r each element of the covariance matrix M is thus
m

the autocorrelation of the signal (due to that fixed m) at . - . Different
im jm

elements in M correspond to different array elements and thus different shifts.

For each source m, each row of M is the autocorrelation of that noise source for

all - and a given time. Thus M = M (;,t). As shown in (1.21) and noted above,

the covariance matrix M is equivalent to a correlation as used in (1.17) and Figs.

1. 3-1 .4. If we correlate the received signal at one element of the array with the

received signals at the other elements of the array we thus obtain (1.21) and thus

M. In the optical system, is continuous of course.

The above analysis has shown that, when written in our correlation terms, the

conventional method of APAR processing is equivalent to ours. In Chapter 2, we

describe OLIr recent resear'h approaches, algorithms and tecnniques to realize such

an APAR processor in real time with presently available AO transducers.

I
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1.4 ITERATIVE OPTICAL PROCESSOR (I10P) CONCEPT

The bisic lOP system is a vector/matrix mil tip] iLr Fi. 1.5) in which the

input vector is an est imla'e of tit adapt ivc wtc il ts '.,'. ,Ohd is rill ized as the out-
L

put f rom a linear arraY of LEl)s. The mat r ix (I - M) i I- if:.,d 2-I) mask. Associ-

ated intermediate optics correctly image ' Onto ( I - M I .and I - M onto a linear

out put detector to whose outputs S ire added. The resuiltant output

12 W. ( I-+) + S," (1.22)

is ; new eUstimate of W'. It is fed back to the LED input and the vector/matrix

muttiplication is repeated until

W. = W (1 .23)
S i + 1

within some tolerance . When this occurs, the resultant output

W = M- S (1.24)

is the desired solution of (1.23) for W . This svstem and the associated iterativeo

algorithm used are discussed in more detail in [5,61 and in Chapter 3.

1.5 AVELENGTH I)IVERSITY PROCESSOR (WDP) CONCEPT

An important adjunct to the lOP system is the use of wavelength as an extra

input variable dimension. The resultant system is shown schematically in Fig. 1.6

and described in detail in Chapter 4. We refer to this system as a wavelength

diversitv processor (WDP). As the input to such a syster,1, we use three (or more)

linear arrays (of laser diodes (LlDs). The output from each laser dode uniformly

illIuminLtes the corresponding row of the mask as in the IOP. The multi-color light

leaving the mask is then split into tiree or mare original input colors bv a grating.

The corresponding threLe vector-matrix prould t s in the different wavelengths of light
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are thus formed and collected under different corresponding output detectors.

Various alternate versions of this system have been developed and demonstrated

during the past year. These and the new algorithms and operations possible on

such a WDP system are described in Chapter 4.

i

'"4

1
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IF V4 ,W TNEN SIMW

Figure 1.5 Schematic diagram of the iterative optical processor (10P).
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Figure 1.6 Schematic diagram of the wavelength diversity processor (WDP).
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CHAPTER 2 COHERENT OPTICAL CORRELATOR (COC)

2.1 INTRODUCTION

In this chapter we describe our recent work on the new coherent optical

correlator (COC) concept for APAR signal processing. As noted in Chapter 1,

the purpose of this COC system is to obtain an estimate of the far field noise

distribution Nm("ml) as a function of the intensity N and the anpular location

of each source. In our new research, we have altered the original space inte-m

crating (SI) correlator system described in Chapter 1 to a time integrating (TI)

sy tem 'Sect. 2.2). This new system permits longer integration and correlation

times %.,I thus better noise field statistical estimates. We have also changed

the real time spatial light modulators (SLMs) used from 2-D transducers to 1-D

acousto optic (AO) cells. This was done because AO cells are more easily avail-

able than 2-D SLMs and becaise of their higher bandwidth and superior performance,

compared to other SL.Ms. The AO cells we fabricated during this past year are

described in Sect. 2.3 together with the initial tests we were able to perform on

these devices.

A new adjunct antenna concept for APAR processing on the COC system was formu-

lated (Sect. 2.4) and a digital simulator for this new COC system was written

(Sect. 2.5). A new hybrid time and space integrating (TSI) AO system architecture

was developed (Sect. 2.6) that extends the COC concept to wideband receivers and

wideband noise sources. This new TST system can compute both the angular (spatial)

and temporal (frequency) distribution of the antenna's noise field pattern in parallel.

Use of this system can thus enable one to perform adaptivity in both time and space.

The two electronic support systems (a computer-driven one and a hardware system)
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that we are assembling for the AO COC systems are described in Sect. 2.7. The

issue of quantization of the input data and performing complex correlations are

key features in the use of both systems. In Sect. 2.8, we present two new post-

processing algorithms for the narrow-band and wide-band noise cases. The post-

processor is used to compute the adaptive weights from the spatial and temporal

field strength distribution of the noise field to be nulled. In Sect. 2.9, exper-

iments on the AO TI correlator for residue arithmetic operations are presented

(residue arithmetic was one of the candidate techniques for APAR that we studied

in our earlier report [21). Initial experimental simulations of the hybrid TSI

system were then performed (Sect. 2.10) with encouraging results that demonstrated

the basic concept. The status of the COC system is then summarized in Sect. 2.11.

2~.2 IIME INTEGRATING (TI) CORRELATOR CONCEPT

The prior COC systems we considered were space integrating correlators in

which the correlation was performed by multiplication in the frequency domain

and th, resultant correlation was displayed in space. For these systems, the

correlation of the two signals sI and s2 was realized as

~s1 S = lS"F R 2 () (2.1)

where capital letters represent the Fourier transforms of the corresponding space

tunctions. In Fig. 2.1, we show the schematic diagram of a time integrating corre-

Sltor [7]. Tbis is the basic system architecture we propose for the COC processing

of adaptiye array data. This system realizes the correlation of s and s. by inte-

grating in the time domain, i.e.

s s= 0 ? s (t) s* (t-x) dt R 12 (2.2)

) I 12:(x
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The general description of the simplified system shown is quite direct. An

input source (such as a LED or LD) is time sequentially modulated with the received

signal sI from one antenna element. Thus the output from the LED as a function of

time is sI (t). The output from this point source is expanded to uniformly illu-

minate an acousto optic (AO) cell fed with an input signal s2 (t). The transmittance

of the AO cell is a function of time (t) and spatial location (x) is described by

s (t-x/v). The light distribution leaving the AO cell is thus s. (t) s2 (t-x),

where x = x/v and where v is the velocity of the acoustic wave in the cell. For

simplicity, we set v = I to simplify the associated mathematics. The AO cell is then

1 imaged onto the output plane where a time integrating detector is placed. This forms

the integral of the product of these two signals in time. The resultant integration

is the desired correlation in (2.2). It is displayed in space x at the output plane.

The immediate attractiveness of this optical signal processor for the adaptive radar

problem is that long integration times or equivalently long duration signals of large

time bandwidth product can be correlated. This system has a low range delay search

window (equal to the aperture time, or transit time, T of the signal across the acousto

optic cell). However, this is the exact case that occurs in adaptive radar processing

(low range windows and long integration times). Thus this basic correlator archi-

tecture appears most appropriate for the adaptive algorithm required.

The system of Fig. 2.1 can easily be extended to a multi-channel time inte-

grating (TI) correlator as shown in Fig. 2.2 by replacing the input light source

with a linear array of LEDs or LDs. The resultant output plane pattern now con-

tains N 1-D correlations of the reference signal s r with all N other received

antenna signals. This output pattern is the dual of the one obtained in our

original COC system described in Chapter 1. However, no 2-D SLMs are required in

this system and it provides longer integration times and hence better noise estima-

tion than the space integrating system.
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AO Integrating
Cell Detectors

*1 2'(' R1 2  x)=f S1(t) S2 (t-x) dt

Figure 2.1 Time integrat in , correlator.

R nr - u G®Sr
n

S n M

Array AOIntegrating

IFigure 2.2 Multi-channel time integrating correlator.
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2.3 ACOUSTO-OPTIC (AO) CELLS

considerable time was required to complete fabrication of the A0 cells to

be used. Much time was also necessary to adequately test tile cells. This fea-

ture is often ignored in assembly of a svstC-'. Since the cc1' ;pecifications

directlv affect the performance of the system and provide necessary data for new

improved cell fabrication, such a test program should be completed in the next

*i phase of this program. All AO cell fabrication, polishing and transducer bondin"

was performed bv vestinghouse Corporation (Pittsburgh).

The structure of the AO cells fabricated is showr in Fig. 2.3. Two cells

were produced: 30 mm long, 33 mm high and 6 mm thick (see Fig. 2.4). Tho A0

cells consisted of a L\B transducer bonded to the Teo AO material.

22

Two LNB transducers about 6 x 14 mm- were bonded to the right face and con-

-2
nected in series as shown. An 8.3 x 10 - mm thick x-cut LNB crystal is us;ed.

The crystal thickness was chosen to yield the desired center frequency f0 [81 of

operation from t = v s/2f0 = 6.6 x 10 5/2(4 x 10 7). The light wavelength used

effects the center frequency and bandwidth of the TeO 2 AO material used as shown

in Fig. 2.5. We selected a light source of 633 nm (corresponding to the HeNe

laser line) and thus a center frequency of about 40 MHz and a bandwidth of about

20 Mttz or more (before matching).

TeO 2 was selected because of its good optical quality, ready availability

in large size and its low optical and acoustic attenuation [8]. Teo 2 has a high

M1 figure of merit relating diffraction efficiency ,, acoustic power Pa, height

of the acoustic beam Ht and interaction length L by [8]

02 -

SM 2 H - 1 L . (2.3)
t a

For Te2,' = 795 compared to M2 = 1 for quartz. Bandwidth is another parameter

(of concern in A0 cells. A second figure of merit M, = M) ' V2 describes the band-
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width BW performance of the cell, since BW - nV-. TeO2 offers an M = 13.1 versus

MI = 1.0 for quartz. Other materials such as As 2Se 3 have higher M] 204 but are

not available commercially. Recent work may change this condition, but moreso

A\sSe3 iS of ,se onlyv in the IR region (0.9-11 ,;m).

A slow shear TeO crystal was thus selected, its acoustic attenuation in this
2
9

mode is 16 dB/.;sec Hz. This is larger than the value obtainable with other materi-

als, but it is much lower (better) than for As Se (27.5 dB/,.sec-Hz 2). For o'-
2~ 3

ce]l, this param,?ter is thus negligible since

2 2 2
(16) (50 usec) (4 x 10 - ) GHz = 1.28 dB

or less than a 10% loss in acoustic power across the length of the line. Few

other materials (besides KRS-5) allow operation in visible light with good optical

quality (KRS-5 is quite soft and thus exhibits poor optical quality). Present

technologial capability thus dictates the use of Te02.

i
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Figure 2.5 TeO2 response (fc and bandwidth) versus wavelength (A) of the

input light used [29].
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The design and selection of the cells were completed early in month 2. The

TeO material, obtained from Crystal Technology, Incorporated, arrived in month 6.

2

The optical faces of the cells were then polished at Westinghouse Corporation.

2
Interferograms were made and polishing was repeated until the two large 30 x 30 mm

faces were flat to X/2 over the central 70% of the area. The transducer surface face

was then polished to /2. Gold chrome electrodes were deposited on the TeO side
2

of the LNB and the LNB was then cut to the desired size and bonded to the crystal

with epoxy and then lapped from its original 0.010" thickness to its final thickness

of 3.3 mils.

o
The epoxy is first mixed to low velocity to allow a 1000 A thick layer to be

deposited. Small droplets of epoxy are then deposited over the surface (in a clean

room) to produc- 750 gm/cm deposition and baking at 50'C for 24 hours and cooling

at room temperature for eight hours were used. The top Gold electrodes were then

deposited and wires were bonded to the top edges of the LNB to obtain the series

connection shown in Fig. 2.3. The bottom electrode (Fig. 2.3) is deposited to the

TeO 2 before the epoxy bond is applied. These steps were completed in months 7 and

8 at which time the cells were now ready for initial tests.

Initial AO cell tests were performed in month 9. These included initial verifi-

cation that diffraction occurred, a recheck of the cell's optical quality, and point

laser tests of the integrity and uniformity of the LNB bond. These latter fre-

quency response plots are necessary to design the impedance matching network. These

tests consisted of illuminating the device quite close to the LNB with a point laser

beam. For different positions of the laser beam, the frequency of the input signal

was varied and the first order diffracted light intensity versus input frequency was

measured. (A single photo diode was used and moved to different positions correspond-

.L



-27-

ing. to the different diffracted angles for the different input frequencies).

After correctly matching cables and cable lengths, the test was repeated with

.I wept input frequency (2p0-60 MHz) and the first order di ffracted patteLrn wajs

detected on a r(2ticon linear detector array. The inpuit anllL 0I iiluninlt ion

of the- laser light was chosen to yie]ld the f]nt test spectrum for the transducer-

cell combination design.

The first cell had a nice response hut With low bandwidth (Fig. 2.6a).

* The second cell 1,.ad an anomilv in the response above 50 Mllz and a lar.,e hut non-uniform

bandwidthi. By varying the laser il luminat ion angl e and by proper design of the

imipedance matching network, we can reduce the central peak response and increase

the sidelohe levels. The non-uniform response peaks above 50 M1Hz do not concern

us since we will operate the device at 35-40 >1Hz with a 10-20 M1Hz bandwidth.

%N'e now consider the design of the impedance matching network. This absorbed

-most of our month 1(0 A\ cell research. The obj ect ive was to design a RLC model

'It 11Le AO) de'Vice (transducer aInd cull) aInd to inclu tde the appropriate R!,C impedance

nait cli g network to match the frequency response impedance data on the system. A

porn I Id model YieIled pooir resuilts , with aI fal clv constant C 70-80 pF value but

with a large R range ( 500-50 ohms) from 25-45 M1Hz. This large P range

w,')nid make it di fficualt to couplle input power to thme cell and would result in re-

lc ted or stau'l:ng waves. A series model wa's Used and gave better results with:

L = I h. 0lliTIS, C = 71 pF at 25 >lllz; P, = 18.7, C =94 p" ;it 40 >1Hz; and'. R

'I ohm", C = 126 p1* at 45 Mitz. A smailler P rainge hut anl unacceptably large

C. raingeL O'cmri d . It w;is thius determined to cancel the eaipaci Live reactance of the

c'( 1 isn) aIt 13) >HZ With an 0~.2) ;11 illduct'or in Series w.itm the eellI

inul thiis increaise the, response, ot the cell ;i at his frequency aInd at its sidelobes.
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in Fig,.. 2.6a and 2.6b, wc ;how the frequencv response of the first AO cell

before ,nd after impedance matching. In Fig. 2.6a, we see a reonancv peak at

f = 47 MIz, with a quite low 2 Mllz bandwidtl,. In Fig. 2.6h, the impedance
C

matching network is seen to give a much better response with a center frequencv

of 31 MHz and a 3 dB bandwidth of 18 Mhz extending; from 22-LW MHz. Similar per-

formance was obtained for the second cell.

in month 11, further initial tests were performed on te device including the

measurement of near field point laser beam probing at three vertical locations

j (center, top and bottom of the 33 mm cell dimension and at 2 mm, 12 mm and 24 mm

from the LNB transducer). This data provides necessary AO field strength informna-

tion from which the usable vertical cell size and the specific vertical portion of

the cell to use (from uniformity and/or diffraction efficiency i considerations) emerges.

The strongest acoustic field (and the largest r by 50') occurred along the center

of the cell. This uneven acoustic field restricts the vertical aperture of use to

approximately 1 cm or less in the center of the cell.

in month 12, with the integrity of the optical polish mia transducer bond

verified, the AO cells were returned to Westinghouse to h ve an absorption wedge

ground onto the left edge of the cell as shown in Fig. 2.4. The angle at the far

end of the cell should be chosen to cause reflected waves to diffract back at

different angles and in different directions than the original acoustic wave. Ar\

angle of 220 degrees was chosen (as a compromise between not decreasing the cell's

usable width, not damaging the crystal, and vet producing large angular and direc-

", tional differences in the reflected waves).

The completed cells arrived just as the present contract period ended and thus

only severa l preliminary final tests were possible. These were conducted a fter the
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final contract date and are included for completeness. The interferogram for cell

I was repeated and its optical quality was found to be>/2 over the central 80% of

its area. Scatter level measurements of tile bulk properties of the unit showed

about a 30 dB scatter level measured at first order. New fre-

quency response data obtained on cell I verified an f = 31 MHz, a 3 dB bandwidth
c

of 18 MHz from 22 Ml{z to 40 MHz. Unless reflections were very large, we would not

expect the f and the bandwidth of the cells to change. This was verified by the
c

new data above. A re2onable r = 2?' was obtained with 0.5 watt of input electrical

power at 31 MHz. Complete tests of rl versus f for different input electrical

power, input light angle and vertical beam position will be done in a latter

phase of this work. Care must be taken not to burn out the cell with large

input power. 0.1 watt appears to allow the present cells to perform adequately.

A second AO cell was similarly tested with an 0.25 0i inductor in series.

Its center frequency (27 MHz) and 3 dB bandwidth (14 MHz, from 20 MHz to 34 Ml-z)

were acceptable and compatible with the intended system.

Point probe testing of both cells (or Schlierec ;iiging of the acoustic

wave) were repeated and i) versus f was measured as a function of cell position

(vertical and horizontal). A 15 mm cell region in the center was chosen for

use because it demonstrated the maximum uniformity and maximum -. By measuring

the frequency response of the cell for different input powers, the linear

operating region of cells I and 2 were found to be 0.02 watts to 0.2 watts.

We will thus operate cells 1 and 2 over this input power range.

Because of the strong near field effect observed (variation in the intensity

of the acoustic interaction versus cell position), no cell phase response easure-

ments of the AO transducer could be made at present. The final operating specifi-

c (ations for the AO cells are summarized in Table 2.1. They appear quite adequate

for the intended COC system for APAR.
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TABLE 2.1 AO CELL SPECIFICATIONS

Parameter Cell 1 Cell 2

Time Aperture (Used) '30 :sec 30 ,sec

Cvnter Frequencv 31 Mhlz 27 Mlz

hndwj i'th 1B1 MH z 14 MHz

Time, Randwidth Product 540 420

OpJt iLcAI QL i tV /2

Scaitter Level 30 dB 30 dB

Dij ttriit fon ftf Ic iencv 20W 20%

Input P(,ieer 0.1 Watt 0.1 Watt
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In the operation of the TI correlator of Fig. 2.1 and its modified forms

(Sect. 2.6), care must be taken to match the center frequencies f and f2 of

the input source and the AO cell. In our initial experiments, we will use a

point source AO modulator in place of the LEI). If f # f the TI correlator

output has a difference term

Sl(t) s2(t-,) cos (27Akft)dt
1 ~2

;in i sum term

I(t) s2 (t-i) cos 2 (f + f2dt.

if the 'f or f + f2 is greater than the bandwidth of sI s2, then the integral

:approachtLs zero since integration of an even function for a time much greater

th;n its period is zero. The sum term above will always be zero and we must ad-

lust f, to equal f.) and thus decrease ;.f to less than 0.1 of the bandwidth of s s

or else electronic detection and external integration are necessarv. We will thus

ope rate the AO celIs slightly off from their central resonance frequencies to ensure

= 0 and that the cosine term in the difference term above approaches 1.
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2.4 ADJUNCT ANTENNA CONCEPT

The initial COC concept advanced in [2] and highlighted in Chapter 1 used

correlations to obtain the angular location of the target. This operation re-

quires cc-rrelat i,) measurements to determine the relative time delays line-to-

line between received elements of the phased array. A numerical analysis of

the AO cell requirements for such a system were conducted. We assumed a con-

servative radar center frequency of 1 CHz (corresponding to a R 0.3 m) and
R

a linearly spaced phased array with spacing d = >/2 = 0.15 m between

elements. For a target at an angle ( = 60 , the relative time delay between

adjacent elements is thus

d = (d/c) sin = 0.433 nsec. (2.4)

If an AO cell with I ,sec aperture time (and 1-2 GHz bandwidth) were used, re-

solving the time delay in (2.4) would require an AO cell TBWP of 1 Lsec/0.433

nsec 2300. Such AO cell specifications [9] are possible but require quite

extensive and sophisticated AO cell fabrication aid more extensive support elec-

tronics (with 1-2 GHz handwidth) . Such efforts were beyond the scope of our

present research and the multi-channel system required to process such data is

more complex than our simpler 2 channel system.

For these reasons, we chose to consider use of AO cells with larger time

apertures (e.g. 40-50 !¢sec), lower bandwidths (10-20 MHz), but with comparable

TBWP 1000). To use such AO devices for the given APAR problem, we must in-

crease the time delay to be resolved element-to-element in the phased array by

the AO correlator. This resulted in the new system concept of an adjunct antenna

(with one element widely spaced bv many wavelengths from the main phased array).

"1 Fig. 2.7 shows the o;sociated adjunct antenna system concept.

... . i . . . . .. .
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ADJUNCT
PHASED ARRAY ANTENNA

(> 1 ELEMENTS)

Figure 2.7 Adjunct ontenna concept.

Assuming a 20 M4Hz bandwidth AO cell with a 50 Wsec aperture time (approximately

equivalent to the performance of our AO cells) with a TBWP of 1000, the minimum time

resolution possible is 50 gsec/1000 = 50 nsec. To realize such a time delay, we must

increase the spacing d between adjacent antenna elements (i.e. in this case the spac-

ing between the phased array and the adjunct omL.i antenna in Fig. 2.7). The time de-

lay in (2.4) can be rewritten in units of radians as

= (2ld/O) sin q. (2.5)

The antenna spacing d required to yield a 50 nsec for a target at = 600

(sin 0.866) is

d c/sin 17.3 m = 57.6 A at f = 1 Gtz. (2.6)

[ f the input signal is heterodyned to a center frequency f = 40 MHz or = 7.5 m

(corresponding to the center frequency of our AO cell, a normal phased array antenna

requires d = '/2 = 3.75 m spacing at an associated TBWP of 50,000/10.8 = 4629. Since

this is beyond the scope of presently available AO cells, we consider the use of a

ocunct aint nna with spacing

(I = min /sin = (lo x 10-9)( X 108)/0.866= 2.3 " = 7.3 m. (2.7)
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This antenna element spacing is quite realistic and is compatible with the

TBWP = 1000 obtainable directly with current AO technology.

This adjunct antenna system thus appears capable of resolving the necessary

50 nsec minimum time delays (between the signals received at the phased array and

the adjunct antenna element) within the TBWP = 1000 and the 40 MHz heterodyne cen-

ter frequency of the available AO cells. As we shall see later, processing of the

data from such a system requires only a 2 element or 2 channel processor rather than

* a n channel system (Sect. 2.6).

2.5 COC SIMULATOR

Analysis of the COC processor (Sect. 2.2) and the adjunct antenna concept

(Sect. 2.4) were best facilitated by simulation. The signals received at one

element of a phased array is the sum of N different noise sources at angles

range delays m , frequencies f and bandwidths B . Generation of such composite
m in m

signals for one or more receiving antenna elements is quite complex considering

the multitude of possible noise source parameters.

A COC simulator for APAR was developed with all the necessary features to

permit study of advanced phased array systems with space and time diversity. The

currently operational simulator can handle 20 adaptive elements (determined by

specifying the variable RN). The number of noise sources, their locations and

their frequencies are controlled by the simulation parameters RNO, XSOUR, and XFRFW0.

Similarly, the antenna element spacing is taken to be /2, but can easily

hc altered within the program (in practice this is done most simply by "arving the

frequency and hence the wavelength of the input signal). The power levels of the

different noise sources are taken to be unity unless otherwise specified. We can

also produce random uncorrelated received signals as are necessary in practice bv

using different phases for different received sinewaves. This can be used to repre-
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sent uncertainty in the synchronization of different noise sources as well as

producing noise sources with different degrees of coherence.

Let us first consider the case of sine wave signals, since these represent

the simplest type of received signal. In this case, the time delay 7 between

adjacent antenna elements is easily expressed by including a simple phase differ-

ence

! = 2 ft (2.8)

in the received signals. For each frequency, the necessary received signals at

different array elements can thus be described by introducing t in (2.8). In our

Fortran program, we vary the sampling rate of the input signal to represent differ-

ent receivers. To verify the fidelity of such monofrtquency signals, we take their

4 FFT and observe that it has a non zero value at only one frequency.

To model unc(rrelated noise sources, we introduce a small frequency deviation

'f from f such that

T.'f = +n (2.9)

where n is an integer and T is the total signal duration. The associated Fortran

program is listed in Table 2.2.

In Fig. 2.8, we shown a pseudo isometric display of the received signals at

the N elements of the phased array with time and antenna element is independent

variaibles (horizontally and vertically). In this example, 11 independent receiving

0elements are assumed with a single noise source of amplitude 0.7 at 30 with inte-

gration over 500 signal points employed. As seen, different sine

wave noise sources align along lines at angles corresponding to 0 of the source.

The integration along these lines gives fine peak location accuracy as noted in

lChapter 1.
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TrABLEF 2. 2
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TFABLE 2.2 (Continued)
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to describe wide-band noise sources or noise sources with a given bandwidth,

our simulator employs LFM signals, since their center frequency and bandwidth can

easily be controlled and since their correlation is well predictable. Such signals

are most necessary in determining the performance of a APAR system with wide-band

signals and wide-band receivers with known deterministic outputs. The Fortran

program for this is listed in Table 2.3. It is capable of generating all necessary

received signals from multiple sources, each characterized bv a different LFNI

sequence and each with a different center frequency and bandwidth. The initial

phase and hence the coherence of the different noise sources can be controlled by

randomizing the phase of the different signals. The program parameters XFREQ,

XRATE, A IL and NOsamples determine the parameters of the LFM signal. The

LFM waveform produced with XFREO = 1.0, XRATF = 0.1, AMPL = 1.0 and NO samples = 10.23

is shown in Fig. 2.9 and is seen to be of the desired form.

For such a wide-band signal, time delays between corresponding received ele-

ments cannot be represented as simple phase shifts since a given time delay can

correspond to different phase delays at different frequencies. Thus, for a given

array with element spacing d, : is fixed and in our routine we simulate delayed

signals by constructing the corresponding signal and shifting it in the time domain.

To more correct lV model true APAR noise sources, random signal sequences with

controlled statistical properties rather than the deterministic sine wave and LFM

signals considered thusfar are necessary. To describe such noise sources, we

specify their amplitude probability density functions and the average signal power

(v;ari;once) and we characterize their frequency response by their power spectrum. We

select thL Gaussian PDF as an appropriate choice because it is easily mathematically

model]lcd and hocause it represents many possible and realistic noise scenarios.

Cot tral limit theorem [101 considerat ions ,asilv verify the appropriateness of such
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TAL 2. 3
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TlABLE 2. 3 (CONTINUED)
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a model. Various noise source spectra such as white noise can be generated

by various digital filters (separate routines exist for this [21) to produce noise

sources of anv desired bandwidth.

The Fortran program in Tab]e 2.4 produces the APAR required signals for

two Gaussian noise sources. It uses the library function RAN from the DEC

operating system. This routine generates random numbers uniformly distributed

between 0.0 and 1.0 that are then used to generate a Gaussian random variabAe

sequence as in 111]. The program parameters: RN (number of receiving elements),

RNO (number of noise sources), and XSOUR (angular location of the noise sources)
'1

are used to control the sigail produced. The probability density of the data

produced by this routine was verified by generating 10,000 samples of Gaussian

noise and inspecting the histogram of the samples to verify its Gaussian shape.

N'ith 68, of the samples found to lie between + 0.40 out of the full + 1.0 range

the data also has the desired standard deviation = 0.40. The fidelity of this

random data is also verified by averaging the FFT of many sampled realizations to

decrease the estimation variance. A smooth cnd flat spectrum resulted from this

experiment. However, for white random noise, observing that its autocorrelation

is ;a dclLi lto t' ion is a simpler test. To vary the bandwidth of such white random

noise', digital filters using Butterworth polynomials and bilinear transformations

are, used as eXplained in 121.

lhus, new routi nes, combined with those in 12J now enable us to produce mono,

I tFM ld r:jndom si mails whose frequencv, bandwidth, number, duration, delay and

t lurtunl , ian he indL pendentlV varied. They now include multiple signals

- thlt .17' r ladp[t i VC inl Spac Ind it i ICe. These signals typify the t\vpe of data to be

St.: t' .it thlie rct'ivill. L -emictt s of a phased ;irrav and ilditiL't alnltennat and Will

I' ti0 < > vol~ il ti l (i, nd TI A0 svstems both for silulat ion ind in the, computer

dtl iv'-n ,' I r-ni, h,irdw;ir, pport svstem.
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TABLE 2. 4
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TABLE 2.4 (CONTINUED)
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2.6 HYBRID TIME AND SPACE INTEGRATING (TSI) APAR PROCESSOR

The basic AO TI correlator was shown in Fig. 2.1 and a i:ulti-channel system

in Fig. 2.2. They are described in Sect. 2.2. In this section, we consider a

new AO processor that can provide both the angular and t,-mporal noise distribution

Nm(m, fm) of the antenna's far-field noise pattern. This is necessary when wide-

band noise sources and/or wide-band receivers are employed and is necessary to

produce a APAR system with adaptivity in both angle and time (i.e. space and fre-

quency).

We concentrate on the adjunct antenna system (Sect. 2.4) for the reasons

described earlier, i.e. it allows the necessary target angles to be resolved by

correlation. Only a 2 channel processor (e.g. Fig. 2.1) is thus necessary with

one signal being the received signal from the adjunct antenna and the second

signal being the received signal at the central reference element of the main N

element phased array. If a multi-channel system were used (e.g. Fig. 2.2) in

which the N phased array received signals were correlated with the reference

adjunct antenna element, it would not be possible to resolve the locations of the

correlation peaks on the different output channels as noted in Sect. 2.4. Since

no added resolvable information is obtained from the different channels, oally two

are use,.!.

We now consider how to use the TI system of Fig. 2.1 in the adjunct antenna

phased array scenario aind how to modifv it to produce both angle and frequencv

informition on the 1ntinni'. far-field noise pattern. The case of a singi c wide-band

noise source simultaneously generating mult iple discrete frequencis is considered

first because of the notational and conceptual simplicity it provides. The APAR

problem is thus effectively reduced to a 2 antenna element case (with ;I larg'e

I
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d '/2 spacing between antenna elements). The two received signals are described

by

s (t) = s(t-'/2) (2.10a)
a

s b(t) = s(t+v/2), (2.10b)

wherz, the time delay (in seconds) between the two received signals is

i = (d/c) sin . (2.11)

Note that c is the velocity of propagation of the radiation and that 7 is indepen-

&ntof the frequency of the radiation and hence the frequency distribution of the

noise sources and depends only on the angle at which the noise sources are located.

The basic concept used in the TSI processor is to produce frequency filtered

versions of the received signal s(t) with different handpass center frequencies

and to correlate these with the original signal s(t). Since the correlation peak

,alum, is proportional to the energy of the signal, we can thus determine the amount

,)I signal energy in different frequency bands. [Although similar information can

be obtained from a simple Fourier transform of s(t), this will not work when s(t)

contaiins multiple signals at different angles, each with a different bandwidth and

I reluency distribution]. This concept is shown in block diagram form in Fig. 2.10

wh ,r N + I correlations are produced: N correlations R -R of the narrow-band

tiltired signals sI-sN (with band pass filters hl-hN) with the wide-band reference

sinl s(t- /2) and the correlation RT of the wide-band signals sa and sb.
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s(t--/2)
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SN (t) *

Figure 2.10 Simplified block diagram of a two-channel adjunct antenna TSI

processor.

The peak values of R -R denote the energy contained in the N frequency bands
1lN

chosen of the wide-band signal s. If we increase the number of filters N, we in-

crdase the frequency resolution. However, increasing N, decreases the width of

the h filters, thus producing weaker andmuch wider output correlations, hencen

making correlation plane detection more difficult. A compromise in N (large N for

resolution and small N for accurate detection) is necessary. The choice of N depen s

on the signal bandwidth, the detector sensitivity, the integration time and the

number of adaptive weights available. Since there is no need to estimate the fre-

quency and angular resolution of the far-field noise to a resolution better than

that for which the radar can cancel and adapt; the number of adaptive weights avail-

able also determine the choice of N.

The output RT from the top channel is the wide-band correlation of the wide-

band signals sa and s . This output will have a much narrower correlation peak

width than the other N correlations and is thus used to determine the target's

angle ; whereas the other N correlations provide information on the frequency
Im

distribution of the noise at different angles.
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To reaIize the processing depicted in Fig. 2.1(1, an AO TI correlator is used.

The block diagram of such a system is shown in Fig. 2.11. In this system, shifted

versions of sh are produced by a AO cell. Different band pass filtered versionis

of s b are produced by frequency plane filtering (B' filts) and correlation is

achieved by multiplying (X) the shifted signals and time integrating (TI) the prod-

ucts on an output detector.

A schematic diagram of the AD hybrid TSI correlator is shown in Fig. 2.12.

This AO architecture combines the best features of the SI and the TI AO correlators

into a new hybrid architecture. This system uses only one real-time 1-D trans-

ducer (AO cell), a time sequentially modulated LED light source (or a point AO

modulator) and a fixed mask. The received signal s (t) is used to time sequentially
a

I modulate the output from a LED light source, whose output is expanded to uniformly

.4

illuminate an AO cell at P2. The AO cell is fed with the signal sb(t). With sa

-and - as in (2.10), the light distribution leaving P2 is

u 2 (x,y,t) = s(t-i/2)s(t+:/2-x)<y), (2.12)

whee, the AO cell produces the continuous shift x and the ',y) function notes that

this is the pattern at v - 0.

Lens L1 produces the 2-D Fourier transform of (2.12) and incident on P3 we

find

u3('.x'yt) = s(t-/2)S( exp ' x[(t+,/2j (2.13)

wht re the first term is not affected since it is not a function of x and v, where

-S() denotes the Fourier trons orm of s(t) and where the pattern is independent of

v, i.e. the same distribution in (2. 13) is present on all vertical lines.
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At P,, we see that each vertical line passes a different spatial frequency

part of u3 due to the apertures located at different horizontal positions on

each line of the mask. We describe the lig ht leavin the n-th line at 1' by

[l u~.n, t L= uRECT( '.-(2.14

where the RECT function describes the band pass filter at P3 and n is the center

frequency of the n-th channel of this band pass filter mask.

. Lenses 1.2 image P3 onto P in the vertical direction and produce the Fourier

transform of u ' in the horisontal direction along .. The light distribution

incident on ', is~, I 4

u4 ( 1 n't) = -(t-/)s t+/.2-/ ), 2.15)

where s denotes the n-th narrow-band filtered version of s(t) and " is the spatial[n xSsiift variable. The detector at P4 time integrates the light distribution in (2.15)

for T seconds and produces the correlation output

* x(n) (lI/T) '0 s(t- /2)sn(t+ /2-)dt

s(t) ( n(t) = R (2. 16)

ile top row of the filtor mask at 13 is transparent and thus along the top

I ine in 1'4 we find the wide-band correlation of the wide-band unfiltered signals

s a and s b

RT  = (lI/T) -T s(t-T/2)s t+T/a_,)dt. (2.17)
0

Thus, as efore, RrT provides narrow correlation peak widths and thus good time

del,,v " : = il or angle resolution , ' of the target, whereas the R ncorrelations

contain tie necessary frequency distribution information on the target. We dscuss

thL'Se ','St1ms Inter in Sect. 2.10 and for now note that the narrow-band and wide-

band si correlations must be considere(d in an APAR adaptive in both space and

t i me.
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2.7 ELECTRONIC SUiPORT SYSTEM

In this section, we describe the two electronic support systems being assembled

to provide the necessary drive and svnchronization for the COC APAR correlators. We

refer to the two systems as computer-driven and hardware electronic-support systems

respectively. Since the received signal at one element of a phased array is the sum

of the signals from N different noise sources each of which can be at a different

angle, range, strength, center frequency and bandwidth, a single received signal is

quite complex. Since each of its constituent component subsignals (from the differ-

ent individual noise sources) changes with the noise source scenario and with the

antenna spacings, producing the different received signals for each case is in it-

self a major effort. We intend to use a combination of simulation and experimentation

(with the two electronic support systems) to conduct our APAR studv. In this section,

we consider the different electronic support systems, the advantages and disadvantages

of each, the design and performance of each. An overview of both techniques is

given to convey the key points of the diverse signal generation concepts.

In the computer-driven system, the two received signals are digitally computed

nsin, the simulator (Sect. 2.5) and their time histories are produced, stored in a

digital file and recorded on tape. This magnetic tape is then brought from the main

computer facility to our own dedicated PDP-11 where it is loaded into our tape file

and then placed in the large 2 M-bit on-line memory peripheral available on our sys-

tem. The signals are then read from this memory as base band data, D/A converted,

tm-,,nverted to the center frequency of theAC) cells by heterodyning with an oscilla-

t,,r using two mixers. Bias is then added through T splitters, the signals are then

attenuated (ATT) to bring them to the proper range for the final power amplifier

(,V1111) to drive the point source (lED or AO modulator) and the AO line itself. This

.vsystem is shown in block diagram form in Fig. 2.13.
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.4

Figure 2.13 Block diagram of the computer driven el ectronic support sy'stem.

in thle hardware system (Fig. 2.14) , separate noise generators (NC) are used

*(one for each noise source) . Thie bandwidth and amplitude of each can be controlled

d irect lv on dwe generators. TDelav lines are used to delay and band pass filter each]

signal . Separate oncI I a tors enable the center frequencyv of each noise sonurce to

be independent Iy centreolied. The s ign~aIs from the different noise sources with the

propder doelays and bandw idths and center frequencies are then combined and fed to

the standard T , \TT , AMIP eire iit u to prov ide input si gnuaIs of the necessary powe r

and 1 inearitv for thu p, n modulator onthe AP l[ies.

F~Irom the abhye two paragraphs, the has ic atdvanltag~es and disadvantatges of the

two techniques should he apparent . The computer-driven system is capable of pro-

duc ing essent ially any tyvpe of signal and is thbus much more f loxible1 than the hard-

I: ware system. it a 1so (1 Ifers a I arger range of del avs than one can achieve with

WAMXAV M

L .... .. ...... .
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hardware delay lines, probably better synchronization, and moreso the ability' to

accurately repeat long (32 msec) duration signals. Ths sstem is more complex

in the sense that it requires operation of the entire PDP-11 system and its

peripherals, but moreso the dynamic range and bandwidth of the data it can pro-

duce are severely limited by the speed and size of the on-line memory. Conversely,

the hardware support system is severely limited in the flexibility of the signals

and delays it can produce, but the system is more directly controlable and can

produce larger dynamic range data. The bandwidth and duration of the signals

can be longer in the hardware system, but random signals cannot be accurately

repeated on this system. Inclusion of LFM, PRN and other deterministic signal

sources in the system is possible and would improve its performance at the cost

of addition expense and complexity. Both signal generation electronic support

* systems are thus seen to be imutuallv compatible and of use for different cases.

Let us now first quantify the performance of the computer-driven system. The

on-line memory is the major limitation in this system. It is a 2-M-bit memory,

normally configured as 512 x 512 x 3-bits. Its entire contents can be randomly

accessed in 30 msec. Serial mode read out is normal]y used with one 8-bit word

accessed about every 100 nsec. Thus, the minimum delay increment possible is

t .= 100 nsec and delay increments in multiples of this are possible (therc- ismin

no point in delays greater than 0.5 times the duration of the AO cell, or in our

case 25 .sec). Similarly, signal durations up to 30 msec (and approximately 250,n00

samples) are possible and they can be accurately repeated by recvcling the memory.

The bandwidth and dynamic range of the data from this system are its maior

limitations. With one 8-bit output word every 100 nsec, the signal bandwidth

possible is 10 Mhz (base band) or 20 Mliz DSB. Two signals are necessary s and s.

It these are real, then 4-bit words (16 gray levels) can be used for each, with

tour of the eight output hits at each sample corresponding to one 4-bit s~amplc o
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each signal. This is the situation shown by the two memory ports in Fig. 2.14.

If complex-valued data is to be processed, then two signals (real and imaginary

are necessary for each waveform and four output signals must be obtained from

each 8-bit output word from the memory (i.e. 2-bit or four level accuracy is

possible). If less bandwidth is acceptable, 256 level or 8-bit samples can be

obtained at 5 Miz by assigning each alternate output word to be a sample of a

different signal.

These specifications are quite compatible with the available AO cell and the

intended COC TSI APAR processor. Moreso, a separate analysis has been performed by

us that indicates that 2-4 bit quantization of random signal data does not apprecia-

b v effect the SNR of the resultant correlation, even when reasonable input noise

is present [12]. Thus, this computer-driven system is quite attractive for the

intended application. It is clearly the most flexible system capable of providing

the widest range of waveforms and delays.

It is possible to extend both electronic support systems to provide the neces-

sary input signals for complex-correlations. To achieve this, four signals are

necessary from the memory, each pair is quadrature modulated and fed to the point

modulator and the AO cell respectively. Although complex correlations yield 3 dB

more SNR than do real correlations, in many adaptive radars, the phase of the input

signal mig:ht not be preserved with heterodyning and thus complex correlation would

not be of use. In practice, one can achieve complex correlation bv inputing differ-

ent sig:nals and cvcling the system twice and adding the separate outputs electroni-

.Alvwith quadrature detection. Thus, complex correlations can be performed on the

e-:isting system with added complexity. Since the central point and purpose

of the (C( correlator can be proven without complex correlations, we have elected

to perform real rather than complex operations on this system.
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The computer-driven electronic support system is nearly operational. Addi-

tional funds are necessary for a new operating disc system and for redesign of the

sync board to suppress horizontal and vertical blanking pulses during fly back.

These are expected within several months. Increasing the bandwidth of the memory

to 20 MHz is possible but would require extensive rewiring (twisted pairs) and

additional high bandwidth clock, driver and receiver circuits plus higher frequency

D/A converters. These improvements are possible but again are not necessary to

prove the feasibility of the COC concept. All of tile associated mixers, T connectors

oscillators and amplifiers have been unified and are common to both electronic

support systems.

For the above reasons, for near-term experiments on the COC APAR radar pro-

cessors we will use the hardwired electronic support svstem of Fig. 2.14. The

use of real not complex correlations is quite attractive for the hardware system

since absolute synchronization of the real and imaginary parts of the signal are

not needed then. The range of the delays possible in the hardware system is less

than in the computer-driven one (400 nsec minimum), but this is still quite accept-

able for APAR applications. By varying the delav line taps, incremental delays

in units of 400 nsec can be realized. At 400 nsec, the clock to the delay line

permits a maximum signal bandwidth of 2.5 Mliz. It is possible to continuously

vary the delay but as the delay is linearly increased, the bandwidth is linearly

decreased. This clocking feature of the delay lines will be used to vary the

bandwidth of tile different noise sources in our electronic system.

In the system of Fig. 2.14, the frequency of the different noise sources (maximum

of three) is set by separate oscillators. The bandwidth of each source will be con-

trolled by varying the clock frequency to the delay lines. The delavs will be ad-

justed with different tai weights on the delay lines. A low pass filter follows
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each delay line to remove aliasing and to reconstruct the continuous bandwidth

signal from the discrete one. This filter is chosen to cover the necessary

source bandwidth range anticipated. The strength of each noise source is adjusted

directly on the noise generator. A combiner (microwave splitter) is necessary

rather than an operational amplifier to combine the signals because of the high

frequencies involved.

The dynamic range of the electronic system is excellent, 60 dB, limited by the

delay 1ines, compared to 23.5 dB for the two-channel 4-bit computer system. The

oscillator used (Teclitronics 5 G 503) operates from 250 KHz-250 MHz. The mixer

t is the Mini-Circuits model ZAY-3 with frequency response from 70 KHz-200 MHz and

linear operation up to 15 dBm signal input. The Mini-Circuits model ZAY-3 atten-

uator has a frequency range from 1-200 MHz and continuously controlable attenua-

tion. The broad band amplifiers are the EMI model 300 L with an operating range

of 250 KHz-I10 MHz. Their maximum RF output (3 W) is much larger than the 0.1 U

needed for linear operation of the AO cells, thus their linearity at the operating

power levels used is much better than the 2.5% obtained at 3 W.

The hardware electronic support system is fully operational. The computer-

driven system represents a new feature emphasizing flexibility and multi-purpose

operation of optical signal processing systems. Both systems are necessary to fully

pursue a COC approach to APAR radar. Use of these and other support hardware in

simulation systems are included in Sects. 2.9 and 2.10.

2.8 POST PROCESSING

In this section, we discuss various post-processing techniques by which the

adaptive weights for the APAR can be obtained from data in other forms. fhe lOP

(Cihapter 3) and the WDP (Chapter 4) techniques operate on the covariance matrix M
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of the antenna and thus can also be thought of as optical post-processing, whereas

calculation of M (by digital or other techniques) is the primary preprocessin ' in this

case. We refer to this method as sampled matrix inversion. Obtaining an accurate

estimate of M must be given some attention. In [131, K ; 2 N samples (for an N

element array) were found to give an average loss ratio better than 3 dB in the

sampled estimate of M. However, more recent work [141 has pointed out that this

implies that one half of the time the loss will be above 3 dB and half of the time

it will be below 3 dB. Thus, recent work suggests that K , 4 N be used and shows

that this insures that the probability of the loss being above 3 dB is then only

0.0032. More attention to this issue of accurate estimation of the sampled co-

* variance matrix is necessary and should be pursued in a later phase of this work.

Our major concern in post-processing arises in conjunction with the COC system.

In this system, the location (in angle or time delay and frequency) of the noise

sources is calculated in the optical system and the adaptive weights W must still

be obtained from these data in a digital post-processor. The weights are chosen

to produce nulls in the antenna pattern at noise locations while maintaining response

in the signal direction, with no stipulations on the antenna response at other

locations.

From the preliminary discussion in Sect. 2.6, we saw that the cases of narrow-

band and wide-band noise and noise at the same angle and different frequencies and

noise sources at the same frequency but different angles must be treated separately

with different post-processing necessary (as described below) and with different

slit filter widths h in Fig. 2.10chosen for each case. In Sect. 2.10, we will unifyn

these different cases. For low we first consider the case of a narrow-band noise

source at an angle , and at a frequency f . A simple post-processor can be used
m m

in this case as we now describe.
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The time delay I in units of seconds (the quantity measured ii the COC processor)

is

= (d/c) sin i' (2.18a)
m

and is thus independent of the frequency f of the noise source. However, tile time
m

delay in radians

(2"fm) (d/c) sin (m (2.18b)

*t depends upon the frequency f of the noise source. Moreso, when the adaptive weights

w are computed, then the resultant antenna response E(') has a simple Fourier trans-1 n

form relationship

E(()= w exp j2jrnf sin P ) (2.19)n n m m

Thus, a simple digital FFT post-processor can be used. However, note that

the frequency f of the noise source must be known in (2.19). Moreso, if the noisem

source, exist at different frequencies, then a different FFT is necessary to compute

the weights Wn to place nulls at each (fm' i) parameter pair. If this is done sep-

arately for each noise source, no convenient way to weight the sum of the individual

weights w to null each noise source has vet been found. Since one set of weightsn

may place a null in the desired location, whereas another set of weights may place

a peak there, the resultant response in the desired location will be non-zero.

Thus, we first consider the problem of the post-processing required when the

noise sources lie at the same frequency and are narrow-band. We then consider the

"ase of wide-band noise sources separately later. Each case will be shown to re-

qu re a different post-processing algorithm. Solutions for each of the different

no: ;c pattern cases will he shown to exist (here and in summary in Sect. 2.10).

Thus, a I I APAR cases can be solved. From the form of the output data at P4 of Fig.
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2.12, the post-processing necessary can be determined from the noise field present

at a given time. Thus, tile resultant APAR processor appears to be applicable to

a variety of different cases.

Let us first consider the narrow-band noise case, when all noise sources are

at the same frequency. From (2.18b), we see that noise sources at different fre-

quencies f and angles & can result in the same time delay in units o, radians.m m -m

This implies that if we chose an arbitrary frequency fo at which we assume the noise

source to exist, the angle h computed for the noise source will satisfy the equation

f0 sin = f sin ,'m' (2.20)

where f and Q represent the correct frequency and angle of the noise source. Thism m

result in (2.20) is important because it implies tthat we can choose an arbitrary

frequency f0 at which to assume the noise source exists, calculate the weights wn

to produce a null at the angle ' and that the resultant set of weights will auto-

matically produce a null at the correct frequency f and angle (- as in (2.20).
m m

We refer to this adaptive array post-processing algorithm as the self-compensating

or self-correcting algorithm. It is only of use with narrow-band sources and sources

at the same frequency or at only a few different frequencies. To demonstrate the use

of this algorithm, we simulated the multi-channel COC system for the case of a noise

source at angle K and frequency f . The multi-channel output from the COC systemm -m

was obtained and slit integration of the pattern wis performed as described in [21.

The resultant output shown in Fig. 2.15a exhibits a peak at , corresponding to a

time delay ; calculated from (2.18a) that is independent of the frequency of the

noise source.

-1

S t~.. -
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Figure 2.15 Self-compensating adaptive antenna post-processing (a) Nm(fm)

pattern, (b) null pattern assuming fo' and (c) assuming fm.
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The simulator (section 2.5) was then used to compute w for this Nm(*)n m\ (M

pattern and to then calculate E(() from (2.19) using an FFT routine. For an

assumed frequency f the resultant E(,') pattern of Fig. 2.15b was obtained.

It exhibits a null at = as is desired. We then repeated the simulations

for a noise source frequency f and obtained the same set of weights but the
m

different E(i) pattern shown in Fig. 2.15(. As seen this pattern exhibits a

null at the desired location rather than atm

From this discussion and simulation e>:ample, we see that the self-correcting

post-processing technique works. We also see other features and uses of the

simulator for calculating the adaptive weights and the resultant far-field noise

distribution.

We now consider a new algorithm by which to calculate the set of adaptive

weights for the case of many noise sources at the same frequency but different

angular locations. This technique uses a new version of a projection mapping (0M)

technique [161 that has been used thusfar only for image restoration [17]. We

apply this technique to the problem of calculating the adaptive weights for a

AFAR and we suggest a modified algorithm that results in much faster convergence

of this routine. Such ai technique is necessary to make the speed of the post-pro-

cessor compatible with the high speed of the COC system that estimates the noise

field. A digital post-processor solution is envisioned, although modifications

to the lOP (Chapter 3) or the WDP (Chapter 4) system may make an optical version

of this algorithm possible.

To describe the new PM algorithm, we reformulate the APAR problem as below.

We consider an array of N receiving elements at vector locations pI-P in 3-1)

space. We denote the unit vector in the direction of the signal by u2 . We de-

scribe the noise field by M unit vectors u. (where i = 1 . . . M) in the direction

!A
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of the M noise sources. Our problem is to compute the adaptive weights W such

that we maintain full response in the direction of the signal u , i.e.
-- S

C, W = , 2.21)

and null the response in the u. directions, i.e.
-1

c W. = O, (2.22)
-1

where i = 1. . M and where the vectors CT and CT describe the signal and noise
.1i

response as

C exp j2 f 0/c PlUi . . .exp 2i- fo/C PN- u (2.23)

*1 P / _ XE(f /C)N.)
0eX Jlf/)(EP1.U. . . . ex -0 (N-u(2.24)

Although the present formulation assumes all narrow-band noise signals to he at the

same center frequency fo" the proposed solution can later be extended to the case

of non-equal noise source frequencies using techniques in [19-20].

Eq. (2.22) gives M + I constraints on the solutions for the N weights W. If

M = N - 1, a unique solution exists

W = A- 1 U, (2.25)

T TTwhere A is an N x N matrix with rows C T
, C1  . C f i.e.

A= ,C1  CT (2.26)

'Ind I is the N element vector

T
U = 1,0..... 0 . (2.27)

M1-i



- 67 -

!en M > N - 1, no solution exists. In most cases of interest, the number

of noise sources M will be less than the number of adaptive elements N or M N -

(or in practice only the M largest noise source will be used). In this case, the

pseudo-inverse method [151 can be used and the solution is

T Il T
W = A A A U (2.28)

where A is now an (M + i) x N matrix.

Computing the weights can thus be reduced to the common problem of solving

linear equations for which many solutions exist. However, most are computationallv

complex, especially for complex array geometries.

In the modified PM technique we propose, each of the M + I constraints in

(2.22) is treated as a hyperplane in an N dimensional space whose axes are the weights

w to be found. The problem is to find the intersection of all of these hyper-n

planes. The projection method begins with an initial guess W for the intersection

point. We then project this point onto the first hyperplane and obtain a new point

W which we then project onto the second hyperplane to obtain W , etc. until the

vector point W is obtained after projection onto the last N + 1 hvperplane.

This completes the first iteration cycle. W + I is then orthogonally projected

back onto the first hyperplane, giving W1 + 2 and the process is continued until

W2M + 2 is obtained at the end of the second iteration.

The procedure is repeated until convergence occurs. The speed of convergence

is improved if the hvperplanes are orthogonal and the larger the angle between ad-

jacent hyperplanes (closer to 900) tie faster the convergence [18]. To speed tip

convergence, we suggest a pair wise orthogonalizat ion technique that makes adiacent

hyperplanes orthogonal. The method proposed is similar to one used in image restora-

tion 1171. We wish to implement both the ori,,inl nd the fiast PMl ttchniyous and to
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apply them to the APAR optimal weight problem. The modified PM technique should

produce deeper nulls at the correct locations in less iterations than did the

ori, nal technique.

2
The conventional PM technique requires MN initial complex operations and

M complex operations per iteration. Conversely, the modified PM technique re-

quires only 2 NM initial operations and MN complex operations per iteration. Since

%I - N in general, a large computatioral savings is obtained by the new second tech-

nique. We thus advocate such digital post-processing method for computation of

the adaptive weights in L, e COC system. When the frequencies of the N sources differ

and when wide-band Jammers are present, the technique in [19-20] should be used and

incorporated into the modified PM technique. In these advanced methods, narrow-

hand noise sources can be assumed and the algorithm modified to produce wider nulls

it the central frecuencies of the noise sources. We hope to pursue such techniques

in later phases of this program. For now we note that the modified PM technique

can be used for multiple narrow-band sources and the advanced PM technique for wide-

band noise sources. We also note that both techniques operate directly on the data

obtainable from the COC output system in the form of the TSI processor of Fig. 2.1?.

2.9 I COC EXPERIMENTS

To obtain initial experimental results on the AO system of Fig. 2.1 in a new

co ufigurotion and applicat ion, we considered the problem of the accuracy of an opti-

;11 roCessL ing system for APAR. On, approach to this problem is the use of residue

arit hmetic [2, 21, '221. In such a s'stem, the input data to he operated upon is

presented as its residue values in a ,hosen basis set. Operation on such data is

aittract ive for optical systems because the dvnamic range of the bit information is

restricted to the corresponding residie value and moreso because the associated data

is in thL, formit in which additions, mult ipl ic t ions, and subtractions art, possible
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without carries. The major proble" such a datai reprL'sent;ltion is how to convert

input information Into a residue nuPmbeLr sytmrepresentation and the associated

formattring required.

'lo achieve such operation at high dita rates, we have devised a version of the

TI A\ system of Fig. 2.1 that produces the associated conversion needed in a time

pulse position coding scheme rather than the conventional spatial pulse position

coding technique [21]. In residue arithmetic, we represent an intege: J by the n-

tuple set of remainder residues R . with respect to the N integer moduli m..

The system we used to demonstrate the above concept is shown in Fi. 2.16 in

schematic form. In this system, the temporal source modulat ion is

s (t) = (t-, t), (2.2)
'.4 .0

where we represent the value of the data bv the time of occurrence of the pul, .

The A0 -ell at P is uniformly illuminated with thi; light distribution. The. A0

cel I has a transit time m.'t and is fed with a signal consisting of pulses of width

't and period n't where m is the residuril noduus.

W e descrihe the pattern it I' h

s (xt) = 'x-nm'"t+t). (2. 30)
'1 n

leaving P We 1ind :'11 wh ich is cime integrated at P.3  to produce 0  I I in 1

the f(eri,

f(X 3  3- (,l-n) x (2. 1)

From (2. 3), we see that the spatial location of the output peak at 1 3 is pmopor-

tional to the desired residue R of .1 modtilo m.
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Figure 2.16 Schematic diagram of a TI AO correlator ',r residue arithmetic

processing for APAR.
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Olitput plane pa;ttern from Fig. 2. 14 for i 1et imail input 1 437

;ind m dul I i m = 7, 9, and 10.
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To provide parallel conversion of .1 into R ., for N different bases m., we

modify sm(t) to be a sum of signals, each consisting of pulses sf width 't and

different periods T. m =m. t and different associated carrier frequencies f within

each ' t -or each m . ThI'is causes each mlodtlU IkS to ;ippear spat iallyI separated at P ,

where we block the dc and one first order term.

At P2, we place N vertical grating. These cause the correlations s G Sli

of s o with different modulo m . signals to appear at different f. spatial frequency

locations in 1'3 . The P 3 pattern is thus the N correlations s 0 sli on N differ-

ent horizontal lines. Tile horizont;l position of each correlation corresponds to

SR. with the m. encoded in the vert ical direction. Thus, the svtem of Fig. 2.!16

-Pprovides parallel conversion of the input intCev'r data J.

The system of Fig. 2.16 was assembled using ;n AO cell with s = 38 MHliz, band-

width of +5 MHz, and T = 32.25 .seC. Moduli m. = 7, 9, 10 were chosen with *t = 606

nsec and associated periods T, corresponding to pulse frequencies f. = 34.7, 38, and

41. 3 Mtlz. These correspond to spatial frequencies fgi = 55.9, 61.29, and 66.61.

These result in a reasonable separation of 2.62 mm between gratingsat P2" Appropri-

ate grating spatial frequencies were chosen for use at P, (15, 35, 55 cy/mm).

The corresponding outputs are shown in Fig. 2.17. The posit ion of the peak on

each line corresponds to the residue R1 for the corresponding moduti m. when evalu-

ated.

An older A0 cell of lower optical qualitv was used in these experiments. The

final AO cels arrived too late in the program to permit the TI and APAR experime'nts

to be performed on them. Similarly, equipment delays and lack of funds prohibited

full iuse of tie electronic support svstem until after completion of the contract

period. These experiments still demonstrate the aiso of the AO cell and much of the
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support electronics as well as the TI AO correlator in a new application (residue

arithmetic) addressing accurate optical data processing for APAR use. In the next

section, the COC simulator is used with the TSI architecture to show computation of

a far-field noise pattern adaptive in angle and frequency.

2.10 TSI EXPERIMENTS

In this section, we provide simulated verification of the TSI system of Fig. 2,12

and discuss the associated post-processing required to calculate the adaptive weights

* - from its output data for diverse noise cases.

4 To demonstrate use ol the TSI system of Fig. 2.12, two random uncorrelated

2noise sources with Gaussiar statistics, zero-mean values and with variances = 1.0

20 0and 1.4, located at = +23 and - = -22 with different bandwidths of 0.352

and 0.234" (2/3 of the first source) were produced using the simulator of Sect. 2.5.

We let --, 0, +-- in frequency or radian bandwidth correspond to samples 0, 256 and

512 respectively. The spectrum of the two noise sequences are shown in Fig. 2.18.

For the first noise source, its bandwidth was 90 points out of 256 centered at the

point 256 + 45 = 301; whereas for the second noise source its 60 point bandwidth was

centered at 286.

The angular locations of the noise sources were verified by performing the wide-

band correlation corresponding to the top line in the output pattern of Fig. 2.12.

The results are shown in Fig. 2.19. The relationship between the delay " in radians

and the angle - of the noise source is

(2-d/1) sin ".(2.'32)

In the simul "tions, we assumed d 100 ,./2- orI 2d i ,( .2
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= 100 sin (2.33)

We employed a detector integration time T = 512 samples. The two noise source

angles C, = +230 and -220 correspond, using (2.33), to delays of +39 and -37

points respectively. The data in Fig. 2.19 confirm these noise source angle

locations. The amplitude of the two noise peaks also agrees with the intended

signal strengths with the second noise source (with the larger variance) pro-

ducing the larger peak.

The N = 9 multi-channel outputs in Fig. 2.12 are shown in Fig. 2.20.

The bandwidth of each band pass filter h was chosen to be 0.117- (30 points).

This resulted in nine separate frequency filters. From Fig. 2.18 we see that

the first source lies at 230 and has zero response beyond 0.352-7; whereas the

second source lies at -220 and has zero response beyond 0.234r. These values

are in exact agreement with the expected results. The strength of the response

* in the different frequency bands in Fig. 2.20 are approximately equal correspond-

* Iing to the approximately flat spectrum (Fig. 2.18) of the noise sources over their

bandwidth. Note the wideband (WB) output on the top line.

'.e now briefly consider the use of the TSI system (Sect. 2.6) and the vari-

-otus post-processing algorthms (Sect. 2.8) for different noise source cases in

APAR.

For the case of a single source at one frequency, low correlation SNR is

expected because of the zero bandwidth signal. We expect some signal bandwidth

iH practice and thus the TI correlator will yield adequate estimation of the

target angle , . !ecause of the self-compensating algorithm feature (Sect. 2.8)

the noise frequency estimate is not of concern in this case. Multiple sources

of the same frequency perform similarly and if their bandwidth is low, their

correlation peaks will be wide and accurate discrimination of the different anglesI
of the noise sources may be difficult. For such cases, beam forming techniques may

be preferable.
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For the case of a single noise source with multiple frequencies, we have a

wide-band jammer. In this case, the self-compensating feature is not appropriate.

Instead, we use the TSI system and the modified projection method with additive

features to produce a wider null at the center frequency (if the noise source

frequenciv:s are in one band) or the advanced projection technique in other cases.

Choices of the slit widths (or the effective bandwidth of the different filters)

in the TST mask and other issues such as the combined use of the wide-band corre-

lation output and the multi-channel narrow-band correlations (the first to accurately

determine the angular target locations and the combination to deconvolve the fre-

quency response of each target) were described in Sect. 2.6.

2.1' SMIIARY AND CONCLUSION

Our new COC work on APAR processing has resulted in many new algorithms and

system architectures as well as in the fabrication of many components for the COC

processor. In the past one year we have:

(1) Developed a new COC concept using I-D AO cells rather than 2-D SLMs

(because they are more easily fabricated and more readily available)

and TI rather than SI correlators (because their longer integration

times allow better noise statistical estimates) (Sect. 2.2).

(2) Fabricated and performed initial testing of two AO cells (Sect. 2.3).

(3) Developed a new simulator to handle multiple phased array signals

with adaptivity in spice and frequency, to compute weights and calculate

corrected antenna patterns, plus conventional Fourier transform and

correlation routines (Sect. 2.5).

(4) Devised a new adjunct antenna concept that allows full space and fre-

qtiencv APAR data to be obtained using only a two-channel processor

I (Sect. 2.4).

.OEM
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(5) Developed a new hybrid time and space integrating AO correlator

architecture that combines the best features of the TI and the

SI systems, and provides a 2-1) display of the angle and frequency

location of the far-field antenna noise pattern from the two-

element adjunct antenna data (Sect. 2.6).

(6) Designed and fabricated a hardware electronic support system and

designed and nearly completed fabrication of a multi-purpose

computer-driven electronic support system for complex noise

source scenarios (Sect. 2.7).

r (7) Developed a self-correcting post-processing system, a new fast

iterative modified projection method technique and an advanced

projection concept to compute the adaptive weights for narrow-

band and wide-band jammers that differ in both angle and fre-

quency (Sect. 2.8).

(8) Performed an experimental verification of a TI correlator and

used it to demonstrate residue arithmetic computations in a

new time position coding scheme. Residue arithmetic is an advanced

technique whereby numerical computations can be performed in

parallel with no carries and with reduced dynamic range require-

ments. This is necessary to realize an accurate optical computer

(Sect. 2.9).

(9) Demonstrated the use of the TSI system for computation of the 2-1)

space and frequency output antenna pattern from an adaptive array

using an adjunct antenna (Sect. 2.10).

'Thus, in conclusion, we have devised a new COC optical processor, demonstrated and

simulated the key points of the system, begun development of the necessary post-

processor, and fabricated the necessary components and support system to fully

study t1his COC technique for APAR.
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CHAPTER 3 ITERATIVE OPTICAL PROCESSOR (1OP)

3. 1 INTRODUCTION

In this chapter, we describe our recent research onthe TOP system. Since

this svstem has been outlined in Chapter 1 and described in depth elsewhere [2-6],

we concentrate on our recent progress on this sv;tem. In Sect. 3.2, we describe the

nc' system design adopted for fabrication and in Sect. 3.3 we describe the system

we fabricated during the past year. The basic and advanced versions of the 1OP

simulator and their use in APAR processing and in the analysis of the lOP are then

described in Sect. 3.4. Several specific lOP operating issues such as accuracy,

performance, corrections, convergence, convergence rate, selection of the accelera-

tion factor, scaling of the eigen-values of M, etc. are discussed in Sect. 3.5.

Initial experimental demonstrations of the TOP systems use in APAR applications

are then presented in Sect. 3.6. A summary and our conclusions are then advanced

in Sect. 3.7.

3.2 SYSTEM DESCRIPTION

3.2.1 Erro- Sources

In our prior work [2-6], the basic TOP system was developed and studied. Our

analysis of this system showed three major error sources that would limit the ac-

curacy and performance of the system. Fig. 3.1 shows the simplified TOP.

Imaging; the LEDs vertically onto the mask without cross talk was found to be

a severe problem as was uniformly illuminating each row of the mask with the light

output from (ne lED. Our solution to these problems %!as to employ fiber optic coU-

h , cen PI nd P2". We chose ten LED Coments, a 10 x 10 mask and thus a 100
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Figure 3.1 Schematic diagram of the iterative optical processor (lOP).

element fiber optic bundle. These numbers were chosen because such a system was

of adequate size to allow it to be fabricated at reasonable cost and to be used in

processing APAR problems of reasonable complexity and to allow unforeseen fabrica-

tion problems to emerge.

The non-linear response (current input versus light intensity out) of the LEDs

tested made amplitude modulation unattractive without complex circuits to correct

for the LED non-linearities. An investigation of laser di de sources showed that

they had much better linearity over a very large dynamic range, but repeated attempts

to obtain a linear array of these elements were unsuccessful. We thus chose to use

pa ise width modulation (PWNI) of the LED sources.

With these major changes made in the system design (pulse width modulation and

fiber optic interconnect ions), we, then considered fo)ur other system component features

that would af fect performance of the final system.

!PHOTO-

0 EETR
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Non-uniformity in the saturat ion level of thle LEDs exi sted together withj

th. non-uniform response of the linear photo diode detector. Non-u"l-Irm cou-

pling of the LED sources to the fiber optic system and non-uniform outputs from

thue fiber optic array (due to polishing differences at the ends ,f the ilumunts

in the fiber optic bundles) were two other problems. We Chose to correct for

the non-uniform LED satucation levels and the vertical non-uniformity in the mask

by a dvna'mic RAN~ in die electronic feedback system to adjust the gains of thu di ffor-

cot LEDs on-line. All four errors and their residual values (after R-AM correction)

.P. were measured and can be corrected for by fabricating a fixed correction mask to

be placed behind the adaptive mask i at plane P 2nin the sfstem.

f Electronic noise in the detector and associated Support electronics was another

problem of concern. We note that there are two components of this noise: a fixed

signal pattern due to tie dark current profile across the linear photo detector

irray and a time varying component due to other noise sources. We corrected for

the fixud pattern detector noise by using a time-multiplex differential output

scheme (see Sect. 3.2.4) in which a single complex multiplication is divided into

tno parts, each is run sequentially and the sequential outputs are subtracted.

'File above system design and system operational changes provide a quite accurate

OP system for APAR use. Residual errors are still expected, depending upon tie

accuracy to which the corrections are fabricated and the magnitude of the time-var-

log noise sources in the system. We have measured this residual error and by simula-

tion nd Lb veronificat ion detecarmindo its effect on the accurac r o the final W

;tiTave and tihe rSitnnt nel II depth in the adaptive antenna pattern. These issues

are escribeed and quantified in Sects. 3. 5 and 3.6. To prevent such error sourcsu

com ;is inS, d .ivergence of t ae solution to tile vector-matrix eqiation, We include

to1i nise iffecunce hetween two use. e hte ma sured w i d+ I When W bw + I m

..... ..
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the iterative process is stopped. This prevents the system noise from causing

the output to diverge from the correct answer as it is approached.

3.- ' General Purpose Processor Considerations

This IOP system is a quite general purpose optical processor capable of solv-

ing any general vector-matrix equation of the appropriate form. Since optical

systems are in general special purpose, this architecture is quite unique. To main-

tain the general purpose features of the 1OP and to allow its use in other associited

APAR tasks and in other applications, several design considerations were made. These

choices were also made to decrease cost of the prototype svstem nd the associated

electronics. We have used demultiplexer:; (DtlUX) at the LED inputs and the photo

detector outputs. Thi:s decreases the throughput of the present system but greatly

c,creases the associated LED drive and photo detector hardware necessary. We have

also only used a I Mlz clock frequency for the LED sources. Although higher speed

operation i,; possible (especially with laser diodes), the requirement on the associ-

ated digital and analog hardware become quite cost prohibitive for the available

funding level. It is also possible to perform addition of the steering Vector by

appending an additional row to the covariance matrix mask and drivin, it with a sep-

arate linear LEI) array. Instead of this, we will perform this vector id" ;,on in

a AL (arithmetic logic unit) by digital multiplication in the electronic Ieedback

loop. As noted earlier, a time-sequential system for handling complex dLata is also

used to decrease the space bandwidti product (SBWI') requirements of the 'hit r ix and

vectors in thc system, thus enabl ing more complex problems to be add ressed on tho

present svstem. Although the present system emplox's a fixed matrix mask trainspti-.nv,

it can later be -eplaced bv an electroded spatial light modulator (SI.M) aind thus b,

nlde fllv adaptive.-I
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Thus, the present laboratory IO1 prototype system represents a real-time

optical processor for APAR of sufficient size, speed and complexity to enable

it to be used for a quite diverse selection of signal processing problems. It

also allows the accuracv and performance of the system to be assessed and new

iterative algorithms to be incorporated without major hardware modifications.

3.2.3 Notation

The consistent notation to be used in describing this system is listed in

Table 3.1. Underlined lower-case and upper-case letters denote vectors and matrices

respectively. The letters a, B, and c refer to actual optical and electrical system

parameters and are used to describe the amplitude of specific functions inte system.

The letters x, H, and y are used to refer to general algebraic equations and opera-

tions. The elements of x, H, and y are bipolar, whereas for explicitly complex-

valued data elements, we use s, M, and w. Various suhscripts ;ire used throughout.

Their notation will be obvious in the different cases. The detector output is tie

actual vector-matrix product, but to this we add another vector to obtain the new in-

put. For notational simplicity, we represent the detected vector-matrix output

(after iteration i) by c. and the vector to be added by c. This will simplify many

vector-matrix equations throughout the text. The two uses of c should not cause

difficulty when taken in context. We also denote versions of a at different iter3-

tions by a, or ak. A similar notation I!; used for the algebraic quantities x, H, and
-1*

1.2.4 C(omplex-Valued Data Handling

The steering and adaptive weight vectors s and w as well as the covariance matrix

M, have complex-valued elements. Conversely, the LED outputs and the mask trans-

, !mittance in the 101' are real and posit ive valued quantities. Thus, considerable
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TABLE 3.1 IOP NOTATION

Parameter System Algebraic Parameters

t E nParameters (Bipolar) (Complex)

Input Vector a xw

Input Vector Element a x w
in m m

Matrix B H M

Matrix Element bmn hmn Mmn

Detector Output (iter i) c, .i s

Detector Output Element c, yi s._ _ _ _ _ _ _ _ _ _ _ _1.., 1,

Added Vector c s

Added Vector Element c y s

Input Vector (iter i) a. x* w.
-I - -i

I
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attention is necessary to enable the loP to accommodate the complex-valued data

elements necessary for the APAR problem.

After studying various techniques by which to operate on complex-valued deta

in a real and positive lOP system and considering the static noise detector pattern,

a sequential bipolar-data technique was chosen. To describe this technique, we first

recall that the elements bran of the actual optical mask used at P2 must satisfv

0 ) bn I 1 to be normalized. We choose to operate on bipolar complex-valued datamn

by performing the operation

-r -tr -I! , r

ntese e= x. (3.1)
4--HHr x--

in the system, where all quantities in (3.1) are bipolar and subscripts r ,nd i de-

note the real and imaging parts of the corresponding vector or matrix.

As noted earlier, we use two sequential processor cycles to perform a complex-

* valued vector-matrix product. In the first cycle, the inputs are the positive parts,+ ++ +
and x., of :and the outputs produced are the positive parts of v, v and v The

r

same optical matrix B is used for all vector-matrix operations until M changes. Re-

call the matrix 11 is related to M by

H = (I - M), (3.2)

w)heret is the identity matrix. We denote the minimum and maximum element values of

H by h- and hi respectively. The optical matrix B used is thus generated from the matrix

hh

Mn h-h h-h

4i
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Subtraction of h in (3.3) ensures that b m 0, whereas dividing

by (h-h) in (3.3) normalizes B such that 0 b 1 1. The H matrix to be used

is thus 2M x 2N in size with submatrices M r -M i, Mi, M from left to right and-r' i -i '-r

top to bottom as in (3.1). H is obtained from M by (3.2) and the corresponding

optical matrix B is obtained from H by (3.3).

In the first and second cycles of the system, the processor performs the

operat ions

[--Yrr r -1 -r

_ [r (3.4)

i H, _ _

and

yr- fl'r -H. xr -4-r] = [1 (3.5)

Ii H xiSiJ _- i -r_ Li

respectively. The plus and minus bipolar components of the input vector a,, are

formed as

+ ( + lx+ ml)/2 (3.6a)

a-m = (x-m - X-mj)/2 (3.6b)

+ +- _
respectively, such that a = x if x 0 and a = x if x < 0. The scaledm m m m m m

and correctly biased (for input to the LED it the next cycle) output, after com-

bining the system outputs from two successive cycles is then

i--) a b a b +h ' x (3.7)L - m m mn m m mn, --in m

I
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or in algebraic terms

= (h-h) [B a - B a-] + h Xm' (3.8)

where the vector inputs at each of two soquen~ial cycles are represented by a+

and a , thus effectively realizing

YLu:] = Y- [:r§ ].9
The basic processor is thus a bipolar vector-matrix multiplier. It is de-

scribod by the signal flow graph of Fig. 3.2. The necessary pre- and post-processing,

scaling and normalization operations are performed in the micro-processor electronic

feedback system (Sect. 3.2.5). Another technique for handling complex data is

described in Chapter 4 in conjunction with the wavelength diversity processor (WDP)

version of the TOP system.

3.2.5 Micro-Processor Feedback System

A micro-processor feedback system is necessary to perform the pre-processing

of the vector x and the matrix H, the post-processing to perform the different opera-

tions in (3.7) and the associated scaling and biasing needed for the data. The micro-

processor system also performs the necessary addition of the vectors c, v or s to the

bipolar vector-matrix product. It also controls the PA correction circuits for the

photo detector output and te LED input. The LED driver in the output demultiplexer

and associated other system controls are also included in the electronic feedback

system tog,,ether with various storage and readout features that enable various vector-

matrix products and iterative output products to be stored in digital memory, displayed

sequentially on an oscilloscope in single-step or continuous mode, etc. Details of

this aspect of the svstem are included in Sect. 3.3. A schematic of this hardware

clect ronic f ,edback loop is inc I de,] in Fi,. 3.3.
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LED board (I) plo bo.AdLii!

II

(~) system controlle

Ilvi N I

Iterative Optical Processor: Hardware Block Diagram

F i ~I~re . Schmd t i c d i agram of tile hardw~are el ect ronic feedback port ion ofI thle 10p.
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3.3 SYSTEM FABRICATION

3.3.1 Optical Vector-Matrix Multiplier

A schematic diagram of the optical vector-matrix multiplier is shown in

Fig. 3.4. The input consists of a linear array of 10 RCA SG-1002 LEDs which

typically emit I mw for a 50 ma drive current at 940 nm. The LEDs are mounted

on 0.15 inch centers along a copper block 1.5 inches long and held in place

with silver epoxy. A fiber optic element manufactured to our specifications is

used to distribute the light from each LED across the matrix mask. At one end

it contains an array of 10 apertures, over which the LEDs are positioned. Each

of these apertures contains a bundle of ten glass fibers, each 0.001 inch in

diameter, the bundles are anchored in brass collars set in an A, block over the

LEDs. The fibers branch outward to form a 2-D array of 10 x 10 or 100 fibers

that are set in a stainless steel face-plate. The fibers are arranged in a

10 x 10 rectangular matrix with a cente,--to-center spacing of 0.014 inch verti-

call" and 0.0375 inch horizontally between fibers. The fiber ends were polished

and the entire unit potted in black latex in an A casing. The optical matrix

mask is sandwiched between the fiber optic element and the detector array as

shown in the figure. The detector used is a Centronics LD-20 silicon photo diode

array which contains 20 elements each measuring 4 x 0.9 mm on 0.95 mm (0.0374 inch)

centers. The detector elements and the size of the matrix mask are chosen such

that each detector element suIms all of the light emerging from a column of the

matrix mask. This provides the summation over the m rows in each column and pro-

du(Cs the desired output

M

nm=l ambmn" (3.10)
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A photograph of the optical vector-matrix multiplier is shown in Figure

3.5. Right to left are tne LED array (sealed in white RTV compound) holted to

the riber optic element, matrix mask and detector array. (The components

are separated for clarity in the figure.) The fiber optic element, matrix

mask and detector are mounted on mechanical translation stages and tilt

positioners to facilitate alignment of all components.
3.3.2 Electronic Feedback System

The electronic feedback system is composed of the following four

subsystems:

(i) LED pulse width modulator (PWM), demultiplexer (DMUX) and current

drive,

(ii) time-integrating photodetector and multiplexer (MUX),

(iii) D/A and A/D converters and

(iv) microprocessor controller.

These subsystems and their interconnections are shown in the block diagram

of Figure 3.6.

The LED board [subsystem (i)] consists of a clock (reference frequency,

f ), digital PWM, current drive and DMUX.' Each element of the non-negativeo
input vector a = {a is fed (by the microprocessor) in digital form

to the LED board and is converted by the PWM and current drive to a current

pulse of duration am/f0 . The amplitude of the pulse is fixed so that the

peak power, Pm' radiated by the m-th LED is constant and its energy varies

linearly with a Amplitude modulation of the drive current would result inm
nonlinear distortion due to the exponential (current-power) response character-

istic of the diode. The time-varying output from the m-th LED is therefore:

I (t) = P Rect (f t/am) 11)
m in o i

and the energy it provides is Pimam/fo. All M=10 LEDS are selected in turn

by the DMUX and are pulsed in this manner. The time T required to enter the

vector a is data dependent and equals
M=10
To m al (3 12)
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Complex data is handled by separating the input vector into its positive

and negative real and imaginary components and time-multiplexina the optical

vector-matrix multiplier. Since the time to input a number is proportional to

its value and at least one of the two non-negative components of each element

of the array {x will be zero, the throughput rate for bipolar data is
M=I0 m

Xm , where f = 1 mhz and -128 x 127 for the laboratory system
f m=l 0

fabricated.

The total power incident on the n-th detector element is

M=10
0 n (t) : L I tn bmn I m(t) (3.13)

M m=l m

7' , where I (t) is specified by (3.!b): _ , = b are the values of the rzitrix
m M-

mask; tmn is the non-uniform spatial transmittance of the fiber optic element

and L is the optical efficiency. Since the LEDS are pulsed sequentially in
our system to simplify hardware design and fabrication, the photodiodes must

time-integrate(3.13) over the entire period T.

The photodetector support electronics [subsystem (ii)] contains a bank

of 10 resettable op-amp integrators which sum each of the photocurrents over

this time interval. At time t=T, the output voltage of the n-th integrator

is T

0n (T) = I n °n(t) in (t)] dt (3.1)
C

0

where rn is the responsivity of the n-th photo diode, 0 n(t) is given by (3.13),

C is the integration capacitance and i n(t) is the noise current introduced by

the n-th photodiode and support electronics. The variations in fiber optic

transmittance tm, the peak power Pm radiated by the LEDS and the detector

responsivity r will be compensated for by a static correction mask placed
n

in contact with the matrix mask and by electronic correction to be performed
in the microprocessor. Letting C be the signal component of (3.14), we obtain

n
for the output

C =: rL m a m b mn(3.15)

7n \ MC ) I M=

jI where r is the average detector responsivity and p is the average peak power
radiated by the LEDS. In practice, the gain (rLp/f MC) is set equal to

unity by proper selection of the integration capacitance C and adjustment
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of the clock frequency f 0 The analog voltages v (T)= Cn are read-out

sequentially by the MUX, converted into digital form by the A/D converter

in subsystem (iii) and fedback into the microprocessor.

The microprocessor controller [subsystem (iv)], which is depicted in

the hardware block diagram of Figure 3.7, is responsible for the schpdulinn

and execution of all operations in the computation cycle of the IOP. These

operations include: LED preprocessing and correction, optical vector-

matrix multiplication, detector post-processing, bias removal, rescaling

and vector addition. The microprocessor contains a custom designed

arithmetic unit consisting of a 16 bit, 300 ns TRW multiplier, a 16-bit

,= arithmetic logic unit (ALU) and a 16K random access memory (RAM) with a

row-column address structure. We have arranged these units to simplify

software control and data paths.

The control section sequences the internal data transfers, arith-

metic operations and input/output as well as the operation of the LED and

detector boards (i) and (ii) in Figure 3.6.It consists of a 26K RAM to store

the microprograms which operate the lOP, a Fairchild 9408 LSI microprogram

sequencer to execute the stored programs and a 32 line instruction decoder

which activates the various control pointsin the system. The instructions

are executed as either evokes to activate control lines, conditional

branches or jumps to a subroutine.

An extensive IOP program selection exists for component and system

tests and for system operation. A console (front panel) is provided to

load the programs into microprogram RAM and contains all necessary operator

controls to start, stop and reset the microprocessor. The microprocessor

controller and front panel contain 160 IC's which consume about 50 watts

of power. The cycle time for any microinstruction is 300 ns. A photo-

graph of the entire laboratory lOP system is shown in Figure 3.8.

3.3.j System Operation

Before starting the microprocessor, the vector data y and x(0) are

loaded into the data memory (DM) and the scalar parameters w, h and (T-h)

are loaded into program memory (PM) via the front panel. The LED and

detector correction data, {p and { }, are permanently stored in the DM.
~m n

The memory maps are shown in Tales 3.2 and 3.3. The data memory (Table 3.?' cnntain,

these data as well as the current bipolar iterate x(k), its positive aI

and negative A2 vector components, the optically computed c1 and c2 vectors
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Column Address 0-9

Row address 0 Input vector

1 k-th iterate x(k)

*2 LED correction 'm

3 positive optical input

4 negative optical input a 2  IOP data

5 positive optical output c1

*6 negative optical output i2

7 photodiode correction {1/r

8 k-th bipolar output y(k)

Tabic 3.2 Data Memory map:- DM(0: 53, 0 lF) , 16 bi ts

Address 0-255 Main program

Subroutines:

(i) vector accumulation

(ii) LED pre-processing

(iii) Optical V-M multiplicatior
256-1023 (iv) detector post-processing

Tae~2 Program Memory 'ap:- Pr1(0 1023), ?6 Hts
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and the resultant nipolar vector-matrix output y(k) = H x(k).

The program structure of the 1OP is divided into four major

subroutines:

(i) Vector accumulation

(ii) LED pre-processing

(iii) Optical vector-matrix multiplication and

(iv) Detector post-processing

The subroutines are stored in program memory (Table 3.1) alof, with

subroutines for data loading, initialization and display and special

routines for system tests and calibration. The main program (which is

essentially a series of calls to the aforementioned subroutines) is located

in the top portion of program memory. A flowchart of the computational

cycle of the IOP is shown in Figure 3.9. Each block is one of the four sub-

rountines mentioned above. After starting the microprocessor, various

system initializations are performed [including y(O) = O]. The vector

accumulation [subroutine (i)] eiectronically subtracts the input vector

y from the last bipolar vector-matrix product y(k-l), multiplies the diff-

erence by the acceleration parameter w and subtracts the result from the

last iterate x(k-l) to form the new iterate x(k).

This new iterate is separated into the optical vectors a1 and which
1 =

are then electronically multiplied by the LED correction factors {-} in
Pm

the LED preprocessing routine (ii). Next, two vector-matrix multiplications

are performed optically on these data by subroutine (iii). First, the

corrected positive component l of x is fed to the LEDS; Ll is optically

computed and stored. The corrected negative component a2 of x is then

fed to the LEDS and 2 is optically computed and stored. In the detector

post-processing routine (iv), these two vectors cI and L2 are Ielectronically

subtracted and multiplied by the detector correction factors {--}. The

M=1O n

result is then scaled by the factor (h-h) and the bias h[ Z x (I)]

is removed from each of the output components y n(k) to generate the bipolar

Output Z(k).

This procedure is repeated until terminated either manually (by the

console control) or by a preset break-point in the microprogram. The seq-

uence of iterates x(O), x(l), x(2) ...can either be displayed in real-time

as they are generated or stored in PM for play back and off-line analysis.

i. tr ,4 iterates can be stored in the present system.



Start

[y(O) =0, k=11

x(k) =x(k-1) -w[y(k-1) -y] (i) Vector Accumulation

am= [IXm(k)I+xm(k)] (ii) LED Preprocessing

a [Irx(kl-x (k)]
2,m M

* k+l (iii) Optical Vector-
Matrix Multipli-

£2 = B a 2 cati ons

10

Yn(k) [ c -ci _ _ + h I Xm (iv) Detector Post-
nln 2n r m-l Processing

n

YES 
< Continue 

>

NO

Stop

FIGURE 3.9

IOP COMPUTATIONAL CYCLE Ff'fY~



- 103-

1.4 lOP SIMULATOR

Another new feature of this IOP program was to extend its use to include

adaptivity in both angle and timc. This, combined with the need to handle

complex-valued data, increases the required SBWP of the vectors and matrices.

We thus used simulation to study such advanced cases. We have written an IOP

simulator that is quite interactive. Two levels of simulator, a basic and an

advanced version, have been written. Each is described in this section and then

several examples of their use are given. Other uses of the simulator are in-

cluded in Sects. 3.5 and 3.6. All routines are written in Fortran.

The APAR .1. FOR routine (Table 3.4) calculates the covariance matrix M,

steering vector a and the mask transmittance function I - M from the given in-

put variables. The operator enters the number of antenna elements, the number

of vector inputs to be sampled in time and space, the receiver noise power Pr

as well as the velocity, angle, position, number ?, and strengths P of the Mm

noise sources. This defines the set of M noise sources and the receiving array

geometry. We also specify the steering vector by the location and angle of the

target. From this, we produce the 2-D antenna receiver-processor model of Fig.

3.10. This new model has coordinates (n, n') corresponding to the space and

time taps respectively, with N adaptive elements n in space and N' time taps

n' for each received element. In Fig. 3.10, the time history flow of the re-

ceived signal at each element in space is recorded vertically and sampled at N' time

intervals. A 5 x 5 matrix or 2-D space-time antenna grid is used to reduce

comp it at ions.

We use an incremental space increment (antenna ele- .t spacing) of d =12

0.5 and time increments T = 0.000i corresponding to a velocity v =/4T = + 500.
max
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'.0 10 I N TECER :, MA X, L.L.I1AX, N, N2, L 1, L2, MAPS (1 20 ),MAP T (1 20)
)0203 REAl_ V(O 19), TH(O 19), P(O: 19)

,--,030)0 REAL PI, ToD, LMDA, N

00403 REAL ARC
00O-00 COMPLEX COV(I.20, 1.20),STAR(1:20)
0 06 00 P I=3 14159

),070) T=0. 001

) C;0: LMDA=I 0

1 2,00 0 C -**THIS SECTION OF CODE INPUIS THE FAP FIELD ANTENNA PATiEPN***

01300) C
,0 1 4C0Z C

01500") WRITE(5,5)

Olbo 5 FORMAT(' ENTER NUMBER OF NOISE SOURCES AND ELEMENTS IN VEClOR ")

01700 REAO(5, 10) MMAXLMAX

018e)0 10 FORMAT (2I)

01900 DO 35 M=IMMAX

02000 WRITE(5, 30) M
C,2100 30 FORMINT(' ENTER VELOCITY, ANGLE AND STRENGTH OF SOURCE # ', 12)

G02 p0 READ(5,32) V(M),TH(M),P(l)
02300 TH(M)=TH(M)*PI/1BO.0
02400 ,-*3-2 FORMAT(3F)
.2500 35 CON TINJE

026,0 40 WRITE(5, 45)
02700 45 FORMAT(' ENTER VELOCITY AND ANGLE OF TARGET ')

02800 READ(5, 50) V(O),TH(0)

02900 TH(O)=TH(O)*PI/180.0

03000 50 FORMAT(2F)

03103 WRITE(5,70)
0320-3 70 FORMAT(' TYPE RECEIVER NOISE POWER AND TARGET GAIN ')

033G: READ(5, 75) NP(O)

03400 75 FORMAT(2F)
03500 C *-LWE NOW MAP THE SAMPLEi) 2D ANTENNA PATTERN INTO A 10 VECTOR***

0360D C
03703 C
03603 C
03900 C
0400) DO 100 L=lLMAX
04100 WRITE(5, 85) L
04200 85 FORMAT(' ENTER SPACE TIK. COORDINATE OF ELFMENT # 12)
0430') READ(5,90) N1,N2
04400 90 FORMAT(21)
045C) MAPS(L)=N1
04600 95 MAPT(L)=N2
n47rn 100 CONrINr E
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ANTENNA ELE LENTS n

a 'I = 0.0005

E5

\- - d= /2 0.5

Figure 3.10 2-D space-time antenna model (n, n').

9
In terms of conventional units, for a I GHz radar, f = 10 Hz, % = 0.3 m, T =

1.5 x 10- 4 sec and v = +500 m/sec. These units and relationships arise from

the relationship for the phase of a signal ,at element n and time tap n' for a

target at angle and velocity v and a time delay T between antenna taps given

by

n,n' = 2 (rsin ' + 2vTn')/K (3.16)

When d = )/2 and = 1, (3.16) becomes

nn sin + n' V/v max, (3.17)

where v is the maximum target velocitv given bv v =,4

This (n,n') mapping is thus recorded and a 2-D map of (n,n') samples is pro-

duced. The vector s , matrices 1 - M and the (n,n') maps are stored in a disk

file. To rap this 2-D data onto the I-D vector-matrix system, we must map (n,n'

into a 1-1) vector . This routine accomplishe.: this and stores the associated

maps on a disk file. The routine to compute s :wd M is given in Table 3.5. In

Fig. 3.10, we see that a 25 element 5 x 5 space-time tenn: grid is possible.



TABLEI.

R~L'TNTO( COMPU'LTE: S N

04800 C **ACOMPUTES STEERING VECTOR AND COVARIANCE MATRIX***
0490-3 c
05000 c
05100 C
052CD c
052303 DO 150 L=1,LMAX
0540'0 ARG=2xPl*(r1APT(L)*V(0)*T+MAPS(L).*D*SlIN(TH(0)))/LMDA
05500 SrAR(L)=CMPLX(SQRT(P(0)),0.0)*
0560,0 I CIIPLX(COS(ARG),SIN(ARG))
05700 1510 CONTI NUE
05e00 WRITE(5, 155)
059C') 155 FORMAT(' STEERING VECTOR COMPUTED '

0600:') DO 200 L1='LLMAX
0610D DO 200 L2=1,LMAX
0620U IF (Ll==L2) COV(L1,L2)=CI-!LX(N,0.0)
06300 IF (Ll#L2) COV(Ll,L2)=(0. 0,0. 0)
06400 DO 200 M=1MiIMAX
06500 ARG=2*PI*((MAPT(L2)-MAPT(Lfl*V(M)*T+
0bb00 1 (MAPS(L2)-MAPS(Llfl*D)4SIN(lIf(M1)))/LM'DA
06700 COY(Li-,L2)=COV(LL L2)+CI!PLX(P (M), 0. 0)UCMPLX(COS(ARG), -SINJ(ARG))
0680:0 200 CONrINUE
06909 DO 202 LI=I,LMAX
07000 DO 202 L2I=1.LMAX
07100 COV(Ll,L2')=(-1.0,0.0)*COV(LI,L2)
07200 IF (Ll--L2) COV(L1,L2)=COV'(Ll,L2)4(1. 0,0.0)
0)7000 20 CONTINUE
074% : WRITE(5, 205)
07500 205 FOR~I-AT( ' COVARIANCE MATRI( C0MPUrED
07b,)() 0PEWJUNIT=20, FILE=' STEEN. DAT)
07700 300 FORMAT(2F)
07200 DO 310 L=1,LMAX
07900 WRITE(20,300) STAR(L)
08000) 310 CONTINUE
09 10:0 OPEN(UrAIT=21,FIi-E=' COVAR DAT')
082co DO 320 L1=1,LMAX
08300 DO 320 L2=-!.LMAX
08400 WRITE(21,300) CUV(L1.L2-)
08509 3 C 0N T I UE
08600 OP EN (UN IT =22, FI LE=' AN TrAo. DA T
09700 DO 350 L1l,LMAX
09800 WRITE(22,330) MAPS(L1),M' PT(Li)
00903 300 FORMAT(2I)
09000 350 CONTINUE
01',, STOP
0 920G0 E ND
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With 10 LEDs, we can represent 10 steering vectors and 10 adaptive weights. Since

complex-valued data is necessary, each element requires four bipolar entries, the

plus and minu:a real and imaginary parts of each vector or matrix element. With the

time-sequential b-ipolar data technique (Sect. 3.2), only two values are necessary

per cycle per element. Thus, for each scenario, we can use 5 of the 25 possible

sampl1,. in the 2-D (n,n') matrix antenna model of Fig. 3.10.

From :he APAR .1. FOR routine, we obtain a 2-D to I-D mapping of (o,n') into

, with any 5 of the 25 possible 2-D sampled matrix positions in Fig. 3.10 possible

for entry into the lOP. The third routine in the basic simulator is ITER.I. FOR

(Table 3.6). This implements the vector-matrix iterative equation

w = (I - 1) w. + s (3.18)- + 1 . .

.4

in the form

w.h + = - - s) (3.19)

where in (3.19), M w. is the new vctor-matrix product, M w. - s is the difference

that is to be reduced to zero and , is the acceleration factor. We discuss selection

of , in Sect. 3.5 and its choice in speeding convergence of the algorithm and in

for ing the algorithm to converge. In general, if the eigen-values are small, , is

chosen large, since this increases the eigen-values and makes convergence faster.

Conversely, if the eigen-values ire large, i.e. I, , is chosen small to decrease all

Len-vaIues to be less than I thereby insuring convergence of tho iterative algorithm.

I; ,nC noise sotirce is much larger or smaller than another, large and small eigen-

\ili ,5s will result and we most thus scale the matrix M such that the largest eigen-

vii tie fit.s within the dvnamic range of I and such that all eigen-values are less than

I. 'en tht dvnamic range of the ei, en-values is large, a loss in system noise
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TABLE 3.6

ITER.1. FOR ROUTINE

00100 C ***THIS PROGRAM SIMULATES THE IDEAL APAR ITERATIVE
00200 C PROCESSOR ANO EITHER PRIrIS THE WEIGHTS AT EACH ITERATION
00300 C OR DISPLAYS AN ISOMETRIC PLOT OF THE FAR FIELD PAT]ERN.**
00403 c
0050.3 C
0060) INTEGER LI,L2, LMAX, INCRE, ITER,V.1,K, KMAX

00700 INTEGER TEST, DISP, MAPS(1:20),MAPT(1:20)
0080) REAL PI,T,D,LMDA
00900 REAL ARG
01000 REAL F(0:64,0:64)
01100 REAL RATIO1,RATIO2
01200 COMPLEX STAR(1:20),COV(1:20, 1:20),WOLD(1:20),WNEW(1:20)
0130C COMPLEX E(0:64,0:64)
01400 PI=3 14159
015CO T=0. 001
01600 D=0.5
01700 LMDA=1.0
0180) C
0190) C
02000 C
0210) WRITE(5, 1)
0220) 1 FORMAT(' ENTER LENGTH OF 'VECTOR AND THE DISPLAY INCREMENT')
023)0 READ(5,2) LMAX, INCRE

02400 2 FORMAT(2I)
02500 OPEN(UNIT=20,FILE=' STEEK.DAT')
0260) 3 FORMAT(2F)
0270') DO 4 LI=ILMAX
0280) READ(20,3) STAR(L1)
0290) 4 CONTINUE
03000 OPEN(UNIT=21,FILE=' COVAR. DAT')
03100 DO 5 LI=I,LMAX
0320' DO 5 L2=1,LMAX
03300 READ(21,3) COV(L1,L2)
03403 5 CONTINUE
03500 WRITE(5, 10)
0360) 10 FORMAT(' TYPE I TO PRINT W AND 0 TO PLOT E ')
03700 READ(5, 12) DISP
0380) 12 FORMAT(II)
03900 ITER=o
04000 OPEN(UNIT=22, FILE =' ANTMAP. DAT')
04100 DO 14 LI=I,LMAX
04200 READ(22, 13) MAPS(L1),MAPT(LI)

04300 13 FORMAT(21)
04400 14 CONTINUE

I .-. .. .:
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TABLE3.

ROUT INE T1 OM'T C

0450') C -*THIS BLOCK COMPUTES Thi- ADAPTIVE ANTENNA' WEIGHTS-*
0460.0 C
04700 C
04800 C
0490,) C
0500'0 DO 15 LI=1,LMAX
05100 WOLD(Ll)=(0.0,0.0)
052C0 15 CONTINUE
0530 ) 16 DO 50 L1lLMAX
054C.) WNEW(LI)=STAR(Ll)
05500 DO 50 L2-=1,LMAX
05603) WN4EW(Ll)=WNEW(Ll)+COV(Ll.L2)*WOLD(L2)
05700 50 CONTINUE
0580'.) IF (MOD(ITERINCRE)#0) GO TO 87
05900 IF (DISP==0) GO TO 62

06000 WRITE(5, 52) ITER
0651 C 5 2 FORMAT( ' ITERATION # ', I)
06200 DO 60 L11I,LMAX
0630) WRITE(5,55) WNEW(LI)
06400 55 FORMAT(2F)

065C0 60 C ON TI NUE
0660) 0O 'TO 79
06700 c ***THE FOLLOWING SECTION CALCULATES THE FAR FIELD
06800J 0 ANTENNA PATTERN AND PRODUJCES AN ISOMETRIC PLOT***
06CF00 C
0700') C
07 100 C
0 7 20) C
0730'1 62 KriAX=64
07400 DO 72 K1=0, KKAX
075003 DO 72 K2"=0 KMAX
0 7 t,0 E(Ki,K2)=(0.0,0.0)
0770-0 D0 70 L1=1,LMAX
0i78e00 RATI11=FLOAT (K I ) /F LOAT(V'X
07900 RATI02=F-LOAT(K2)/FLOAT(K'.X)
09000( ARG-*Pl*(IIAPS(Ll)-oD*SIN (Pl*(RATIO1--0 5) )+
08 10"D 1 MAPT(Ll)*(RATIO-0 5))/-MDA
0820.'a E(KA,R 2)=E(Kl,K2)+WNEW(L1)*CMPLX(COS(ARG,-SIN(ARG))
08e 300c 70 C ON TI NUE
08400 F(Kl,vK2)=REAL(E(K1,K2)*C0:i4JG(E(K1,K2)))
08500 F(k1,F.P)=5+ALOG10(F(Kl,K2))
09 0' 72 CON T INU'-E

*0870') CALL PLOT2D(64,64,F)
08900,, 79 WRITE(5, 80)
08900 80 FORIIAT(' TYPE I TO CONrINJE IT' RATION4')
0900'0 READ)(5, 85) TFST
09100o 85 FORMAT(I)
0920') IF (TEST==0) STOP*10930) 87 ITEH=ITER+1
094r;-) DO 90 L1'-1,LMAX
09500 WOLD(Ll)=WNEW(L1)
09600 90 CONTINUE
0970') GO TO 16
0 9 800 END
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We first measured and corrected for the LED non-uniform saturation levels.

A test was made by pulsing each LED on in sequence for 256 x 4 -1 msec (the PWrM

width corresponding to the largest input value). With no P2 mask present, the ten

tiber optic outputs in each row were measured in sequence with the detector butted

against the mask. An array of 10 x 10 = 100 voltage values was then obtained.

The current into each LED was then adjusted such that each LED produced the same

10 photo detector voltage output readings of 5 volts corresponding to one half the

saturation level of the output from the detector board. This ensured that the system

was operating in its linear range (one half of saturation voltage). These LED

corrections were then entered into a RAM in the micro-processor electronic feed-

back system and used for all future corrections.

After these corrections were made, the residual system errors were measured.

For the 100 output photo detector readings after RAM correction of the LEDs, we

measured a standard deviation in the data of 0.093 with a mean value of 6.065.

This corresponds to a non-uniformity of 0.8K. In our advanced simulator, we in-

cluded this as a multiplicative error in the mask transmittance. This measure-

ment and correction technique corrects for the differences in LED saturation levels

and the differences in transmittance of the different fiber optic rows. This

10 x 10 = 100 element error matrix with 0.8' non-uniformity could be corrected for

by a fixed mask in contact with the B matrix at P However, computer plotters
2'

and other optical film recorder systems to which we presently hive access cannot

correct for such an accuracy of less than 17 in amplitude. In the latter phase of

this project, we will use our film recorder to produce a correction mask to the

n, essarv accuracy. Many system corrections are necessary to the film recorder

bctore this performance is possible however.

;e then measured the total output detector noise. This measurement was per-

f'rmcd with n,, li ,ht incident on the photo detector and with coaxial cable connected
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to the detector board outputs. We measured a 10 mV peak-peak variance. This

represents the tmporal noise variance on a fixed noise pattern. The latter

noise is removed by the 2-cycle sequential subtraction technique used. The former

temporal noise represents an 0.169 error source. We entered this noise error

source as additive noise into our advanced simulator to determine its effect on

the computed weights w. and the resultant E(--) adaptive antenna pattern. To do

this, we produce a random vector with a peak-peak noise of 10 mV and add this to

the vector-matrix output. This low measured value of temporal detector noise is

so small that no additive noise distribution (Gaussian, etc.) noise modelling and

analysis was performed. The peak detector voltage is 6V and its LDR is 625:1.

We then measured the linearity of the system by increasing the ].ED pulse width

from 0-500 9sec (with 100 mA drive current used) and measure the photo detector out-

put. The linearity of the system was essentially perfect as expected because of the

excellent linearity of the external integratc:r used.

A system light level budget analysis was then performed to determine the LED

power necess.ary. We denote the output detector voltage by

V = RP',t/c, (3.20)

where R is the responsivitv of the detector (0.5 A/V), P is the input power from one

LED, L = 4 x 128 = 512 500 .jcc is tile maximum input pulse duration, and C = 0.75

11 is the external capacitor used in the integrator. For V = 5v (saturation of the

photo detector), we find P = 1.5 x lo- 6 W of power from one ILl) to he necessary (one

IED on is the case to he considered for saturation of the output detctor for normal-

ization). The i.ED used p:ovides 1.5 x 10 s of intensity. h0wk,\'cr, a lari'e (approxi-

matel a factor of 10) loss occurs in coupl inw th' 1.I.D oItputs to tIL. Cih,. t i,

,,onnector. This is due to the 0.1" spacing used between the IF s a'tnd tht, Iiher opti,

connector. This spacing wais chosen to improve the uniformitv of tie I istht into telh

f.i
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fiber optic bundle. An additional factor of 10 loss occurs when the LED drive

currents are adjusted to produce equal outputs. The quartz window on the

detector and other losses add to reduce the light reaching the photo detector.

t'e then adjusted the pulse width such that a 5 volt saturated output voltage was

obtained from the photo detector when T = 512 W sec was used. The above values

satisfy these power requirements and sensitivity values for the system and were

thus used in the final design.

These additive 0.167' and multiplicative 0.8/ residual errors left after

RAM correction were then used in the advanced simulator and a mean square error

in the adaptive weights of 0.17 was computed. This small error in the w. due
-1

to the residual additive and multiplicitive noise error sources is so low that

it is expected to produce no significant effect. We discuss this issue further

in Sect. 3.6. We note for now that the range or spread in the eigen-values of

,M can effect this, that additive noise (detector) can effect the maximum eigen-

value, and that multiplicative noise (mask) can cause stability problems and

oscillations.

3.5.2 lOP Convergence

In formulating an TOP solution for the space and time adaptive APAR problem,

we write the L receiver inputs (complex-valued) as

x 1  x (3.21)!L
where the 1, choices can be any of the N N space-time taps in the 2-D antenna arra\; s t

model. The covariance matrix

iT
M EIx x (3.22)

:1 _
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is then computed. We then estimate the largest eigen-value of M from

mmax ( i-1 j~i .nji f 1 3.23)

The TOP then computes

-k+ 1 Wk +  - k)

(I M) + s*. (3.24)

For (3.24) to converge to the solution

w 1 *3.25)

we require the eigen-values of M to satisfy

0 - 3.26)

for 1, . . , L. For maximum monotonic convergence at the fastest possible

rate, we choose

= 1/k (3.27)
max

and we approximate the number of iterations k necessary by

k ]/log(I -P (3.28)

where P is the receiver noise.
r

To prove (3.27) and (3.28), we consider a two element antenna with receiver noise

power P and a single wide-hand jammer at with power P For this caser -r ]
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Pr + P1 P1 exp (+j ()

P 1 exp(-jy) pr + P (

where (2"'d/',) sin . The eigen-values of M are the solution of

det[M - IA] 0 (3.30)

for the case in (3.29), the solution of (3.30) yields

S + r 1 +/(Pr±Pi - P r -
2PrPI (3.31a)

A2 = Pr + P1/(P r + P1 p r  - 2PrP ! .  (3.31b)

If P~ •PI
r 1'

I 2P + P (3.32a)
1f 1 r

A P . (3.32b)
2 r

If Pr P'

=2 = P + Pl" (3.33)1 2 r 1

!n the usual case, Pr PV and (3.26) and (3.31) vield

0 ,(2P, + Pr) < 2, (3.34)

or approximately

0 2F'i "1 2, (3.35)

or fur = i (no scaling)

) I.(3.36)
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Continuing the proof of (3.27) and (3.28), we next determine m for this

case. Since M is Hermetian, A is given by (3.23),-- max

max 2P1 
+ P r 1 (3.37)

for P P For the case of one jammer of power PI and L adaptive weights each
r C 1

with noise Pr

a = LP 1 + p r (3.38)
max 1 r

We next consider the k-th iterative estimate of the weights wk and compare it

to the final steady state solution w to determine the choice of i and its relation

to . For a boresight - target direction, s* = [1, 1T and s* = ,, . T and

we find

- e r _ ( -'Y 1 )k I 1 I - e-j" (i ,2 k I
-II~ + _r)2 A

2(PIPr + Pr2 ) 2)1 2 2

PI 1 e+ +
2 pr _ (1 eJ" (i ). k -1I (1- eJ (1 ,. - k-I

(3.39)

Substituting (3.32), we find that as k approches infinity, the terms in k approach

zero and in steady state

W-i =/2P 1P] (3.40)

Comparing (3.39) and (3.4i), we see that for a rapid convergence we can set the accel-

cration factor in (3.24)

max 1 , (3.A])

as 'n (3.27). Then, the terms in I- k in (3.39) equal zero. The remaining
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transient terms in (3.39) become

E1 stead >1) k - 1/2po (3.42)

-exp(+j, k 1 121i 2

and are thus decreased in magnitude (after k iterations) bv the factor

or 2)/(11

As I approaches 2' the choice in (3.41) most improves the rate of convergence of

wk to the steadv state solution in (3.40).

Having derived (3.27), we now consider the proof of (3.28). We first find

the performance measure of our adaptive array as the SNR, the ratio of the power

in the direction of the target of strength P0 to the sum of the noise power in

the antenna due to the M noise sources of strengths Pm at angles K . Thus, at itera-

h tion k of the lOP,

s: a(;,) PO :El,
SNR(l P- (3.44)

i PmEk m) 7

in (3.44), we denote the antenna pattern at iteration k by F k("). This is easily

found from the weights Hk at iteration k bv a simple Fourier transform as

I,
E(I) =_ w(') exp !-_1 dsin (3.45)

In our performance measure of the use of the IOP system, specifically the iteration

technique, we define the process a in N; of the svstem as the improvement obtained

in the antenna SNR as a function of the number of iterations. We thus define P,(k)

as a ratio of the SNR at iteration k to the initial SNR at iteration zero, i.e.

- SNR(k) (3.46)
SNR(O)
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We now consider the proof of (3.28) by considering the effect of the choice

ot : ol P(. We denote the number of iterations necessary to achieve the given

PC without scaling by k and the number of iterations necessary to achieve the
N

same PC with scaling by k Then, from (3.43) , we can relate k to k by
S'S N -

k =- (3.47)

where and 2are the largest and smallest eigen-values of M. and
1 1 2

are less than I; from (3.32), = P for and from (3.27) , = I/,.
2 r 1 2'''"

This shows tat

k, _k log I r " (3.48)

lhus, choosing i= I/, will cause a shift in the PC versus k graph. This also

verifies (3.28) and shows the proper choice of is most important when P = Ir

or min max* In other cases, choosing 1/ I speeds up convergence by de-

creasing the number of iterations necessary by the factor

log - /(3.49)

log 1 m in)

W next investigated the above issues using the simulator (Sect. 3.4). We first

onsitered the effect of scal ing on PF(k) for the case of one jammer at 10O . We

,issUm(l rceiver noise 1 = 0.001, signal power 1O = 0.00l and different noise inter-
r

powers PI = 0. 1 ,0.01 and 0.001. We calIculated Pi(k) with and without scaling

itration number k. For these scaling cases, we used , /= 1 and for the

othor Iases = I . In these cases, was less than I and scaling hv only affected
tax

~the, tnyergence rite rather t han wh~et her the 101' would converge to the steady state

L:.
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SO ILit ion. I n al Ic Lases, the use of scalIing improved the numbe~r at i ttrat ions

niecessa rv for the S vstern to conve rge to st eadv st it e. In Fig. 3.1I-4, We show

one example oif thle ouItpUtS obtained. In all cases, IT ver-;as k wi th soil log

produc-ed a Shi fted veLrs ion of the PG versuis k cuLrve With noc sc-alIing as- preicteLd

by (3.47) and (3.48). In Fig. 3.14, 0.05 and 2=0.001 and We - nd k. = 0.05

k in (3.4j) . Fig. 3 .14 shos that in this case, thle use of scal ing improve1ts tile

numb111er of i terat ionis necessarv t or convergence to steady state, h\ a fatctor of 20

or 1/0.05 in perfect agreement with theorY. In thle case of P ' 0.001 , an even

larger speed up factor of 1215 was obtained. The nul I depths obtained in the three

c-ases were 48, 2(0 and 11 dli for thle Cases of dec-reas ing jammer no iso P1 I 1

0.01 and 0.001.

In general, we expect P1 P ' Al so, in man\' cases, we must choose0 to

ensure that the 101'~ converges to steady State. This ca se arises when1
maIx

From (3.39) , for thle Case of five adapt Lye elements, as in our antennai modelvI

will be greater than I if P (I- 1 \/ 5. To aI d-ess this c'ase of I iliert,

is a relaxation t actor rathe-r than an acc-elerat ion parameter as in tile case' When~

1) we chose P s ( 10. 0 1 = P and P1 = 0 . 1 I. 0 a1n d 10 .0 P 1)0 Th Ie reC SuI Ita;n11t

P)(; versus k g.raphs are s howvn in Fig. 3. 15. These data show that the, k nece-Lssary to

reac-h steady state increases ais P) increases. Likewise, the null de!pth obtained a s~o

inc reuseus with k . These results are as expected. In this case, the ( 1 - 1 ci, den-

valuies of the sy'stern inc rease duie to thle se-al inc and tile (I- 1r kterms in M de-

Cre. so less rapid Iv. othle r analogouIs Cases were s i Mu at ed and showedC the same trends

that increasing I' is s iiJar to dec reasing P' s ince hot h inc rease k and P ( k).
m r

Ve ail;o investigated the PG or- nutll de(pthl p1osshiblor dif ferentL Separations1

1etwe,'n the target and signail for the case PO = 0.011 ind P = 1 .0 wvi th1 P r (1.01.

S-al ing was used andl tie resuilts are shown in '1.3.16 for 'he c-ase of k 100)

aind di VlerenI"t aulrseparat ens betweenl theC target (beaml steerin' irC~t in)
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1-cre 1. 16 Process gain (1)(-) obtainable (after 1000 iterations) for differcilt

angul 1ar sepa raitions between thre target and j aminer f or 1' 1,

P)0 =0.01 and N =0.01.
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and the jammer. These data show that the null depth or PG obtainable decreases

as decreases as expected and that the system provides adequate nulls and SNRs

0for I . Finally, we investigated the performance of the TOP system with

multiple jammers (M = 1-7) at 50 increments centered at 300 with P1 = 1.0 > P =

P = 0.01. We found PC in steady state to decrease as M increases as expected.r

The initial Ek (() patterns were calculated and plotted for the seven jammer case.

The E(,") plots showed clear nulls at the noise sources as desired.

These simulations verify the use of the lOP and the simulator and the impor-

tance of proper selection of ( and its effect on the performance of the APAR pro-

cessor _hrough SNR, PG and number of iterations k necessary.

3.6 EXPERIMENTS

We now consider one detailed TOP lab demonstration experiment. In Sect. 3.6.1

we describe the noise source scenario and the associated 2D-I) antenna model used.

The case of an APAR processor with adaptivitv in space and time operating on complex-

valued data is chosen. In Sect. 3.6.2, expressions for s, M, and w and the associated

optical masks are described. In Sect. 3.6.3, experimental lOP laboratory data on the

optically computed weights is presented and compared to the exact values obtained

by simulation. The performance of the lOP system for APAR is best obtained by computing

the resultant E(0) adaptive antenna pattern produced by applying the optically computed

weights to the antenna. The SNR obtained and the depth of the location of the nulls

produced by the adaptive system is the performance criteria used. To aasess the accu-

racy of the optical TOP system, the theoretical SNR and null depths for a perfect pro-

cL,sor and for a processor with the lOP errors were digitally calculated. The additive

and multiplicitive noise error source values measured for the TOP (Sect. 3.5) were in-

c luded in the advanccJ simulator model. The E(-), SNR and null depths as well as PG

j! expected from the lOP with its given accuracy are computed and compared to the exper-

imentallY obtained data.
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3.6.1 Noise Scenario

The APAR noise scenario chosen was one noise source (jammer) with power

P1 = 1.0 located at 00 with a velocity v 1 = 0 relative to the antenna.

The receiver noise power was Pr = 1.0 and the signal power P0 = 0.1 and thus

*0 P We assume that the signal is at "0 = 45' with v, = 250 relative to

the antenna. A 5 x 5 antenna model with N = 5 taps (five antenna elements)

and N' = 5 time taps for the signal received at each antenna element was used.

We assumed a two element antenna with spacing d = 3/2 = 0.5 or I and time

delays between taps of At = T = 0.0005 = /4v corresponding to a maximum
max

target velocity of 500 as described in Sect. 3.4. The four adaptive elements

chosen from this 2-D antenna model were two adjacent antenna elements with two

adjacent time taps from each. The associated 2-D and I-D mapping is shown in

Fig. 3.17.

3.6.2 M And Mask Determination

The covariance matrix

z (M z (t) (3.50)

with elements

M = z. (t) z. (t) dt (3.51)
- J L j

was computed in our simulator assuming a narrow-band jammer, uncorrelated receiver

noise and signal power P much less than the noise iammer power P1. The matrix M

(htained (complex-valued elements) is

LL
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4- )/2

z (t (t)

111

L (t z (t

? 22

Figure 3.17 2-D to 1-D alntenna model used for scenario.
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2.0 1.0 1 .0 1.0

1.0 2.0 1.0 1.0
M = (3.52)

1.0 1 0 2.0 1.0

1.0 1.0 1.0 2.0

The largest eigen-value of M was then determined as

" m mj 7.42 = (3.53)
'Imax i_'1 j, 1 i j u

The acceleration factor used in the TOP was chosen as

S= 1/ 0.13. (3.54)
max

The complex-valued M in (3.52) was then partitioned into its real and imaginary

bipolar part. M and M. and these were arranged as-r I

M r
-i -r

1 1 110000

1 21 it 0000

1 1 2 itO 00 0
1112 P0000
1 1 21 0 00 0
-- - - (3.55)
0 0 012 1 1 1

0 0 0 0i 1 '2 1 1

0 0 0 0 1l 1 2 1

0 0 0 1 1 1 1 2

lit, opt ical mask B was obtained from H = I - M by scaling H by dividing its elements

h%- Hi- h) 2 and then biasing this up by addition of h/(h - h) = 0 to each element,

whtre h and h ore the maximum and minimum values of the elements of H. The optical

mask is thus described by
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1 1/2 1/2 1/2 0 0 0 0

1/2 1 1/2 1/2 0 11 0 0

1/2 1/2 1 112 0 0 0 0

1/2 1/2 1/2 1 1 0

B =(3. 56)-0 0 0 1 1/2 1/2 1/2

0 0 0 0 1/2 112 1 1

__0 0 0 0 1/2 1/12 112 1

The optical mask corresponding to (3.56) was formed by a computer plotter and

accurately photoreduced. A photograph of it is shown in Fig. 3.18.

i Figu re 3.18 Ph tograi ph of the opt ihaI mask.

M



The steering vector for 0 (0' and vo = 0 is

0.9+jO.27

It is eaivdecomposed into its real and imaginary parts as

Vs]T - it, 0.9 -. 6 10.2 . .202 .4-. (3.58

bc h ivt orath ion wit hera1 n raetsae, biar. andt acelerhtio facwtor.

inald sartng vau ums for (th e nig ta put atiteratonhe airtiertv

x(k) =x k) 1+[:-1 (k )] (3.61)

wher :,X' aind 'x XCorrespond to x and x respect ivel v because of the data format
r -1

L* ti-,od. Te compI ox-valued outpuL we g.,hts w(k) ait it oraitioc k,

w(k) = w (k) w~ 1 Wk), w., (k), w- k *1 (1).021
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to be applied to Lie four time and space taps in Fig. 3.17 are computed from the

Xl-X 8 outputs in (3.61) as

W 1|(k) = x(k) + jx 5 (k) (3.63a)

Wl2(k) = x2(k) + Jx6 (k) (3.63b)

w 21(k) = x3(k ) + x7(k) (3.63c)

w k" n ." 3d)

3.6.4 Analysis

In an actual system, the weights would be app lied to the z(t) I'll (t),

Z12 (t), z 21(t) , z 22 (t antenna output-; and thu resuLlts added to) form the(-

antenna output

" !2 2
v tk) = = .(tOw. (L). (3.64)

In Fig. 3.19, we show the experimentally obtained outputs corresponding to

the x(k) data obtained from the LOP after iterations 0, 5, 50. These scope outputs

are the x(t)= 1 *(k) x 8 .( Otputs from (3.60) at k = 0, 5, and 50.

The experimental values and the exact values predicted by theory are listed in

Table 3.8. From the steady state (k = 50) Values given, we find an rms error

= x (] 112( 65

of 0.26 rms or approximately 0.1 of a division on the scope displays in Fig. 3.19.

I
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TABLE 3. 8

ANTENNA W4EIGHTS IN-STI:APYtn STATE (k =50)

Parameter Experimental Theoretical (Exact)

x1-0.9 -1.0

X,0.65 0.76

0.35 0.4

x 4 0.1 0.05

x~ 0.3 j0.46

x 0.___________ 0.13

Wthen computed the adaptive antenna pattern (',)produced by the theoretical

(exact) data and the experimental data, as our comparison measure we use the antenna

SNR

SNR = P,, 'E(' p -0 (3.66)

P1 *E Y',1

The experimental :oItt gave on 1 4.79) d~i, whreas the exact theoretical values gave

an SNR =14.95 dB. These are in excellent agreement. tWc them used the advanced sim-$ Liltlirwith theo additive and multiplicative system errors included and found an SNR

15 + 0.75 dOi. Thus, the experimental data is well wIth ir the range oredicted by the

rie;isured system errors and is in excellent agreement with the theoret ical vol ues, with

in error between experiment and ,xa(-t theory of only n .16 dli.
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3.7 SUDhIARY AND CONCLUSION

The 1OP concept for APAR processing has proven to be most excel lent The

highlights of our recent work on this approach to APAR processing are summarized

below.

(1) Design and fabrication of a new lOP system with fiber optic

interconnections, pulse width modulation and a microprocessor

electronic feedback system (Sect. 3.3).

(2) Use of a new technique to allow the TOP to operate on complex-

valued data (,ect. 3.2.4).

(3) Development and demonstration of a new lOP simulator, antenna

model, and 2-D to l-D mapping with sp.ce and time adaptivity

and including lOP error sources (Sect. 3.4).

(4) Demonstration and measurement of the excellent accuracy of tie

lOP system to be less than 0.87' and with less than 17 error in

the antenr a SNR obtained (Sect. '3.5.1).

(5) Development and demonstration of a new technique to ensure

convergence to the steady state solution and fast conver,,ence

of the LOP system ("ect. 3.5.2).

(6) Real-time demonstration and analysis of the laboratory LOP system

for antenna adaptivitv in space and time (Sect. 3.6).

ThVi w-ig hts :ind antenna SNRs obtainod experimentally were within 1 o the

theoretical limit. This excellent system performance in the TOP laobrat orv system

fabricated representsa major new optical data processing architecture that appears to,

be quite attract ive and useful for APAR processing and other applications.
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CHAPTER 4- VAV EL EN GTI DI VERS ITY PROCESSOR

I I N1-RO[) UCTI oN

In this chapter, %,e con.sider tile use o1 color to provide an added dimension

to optical processors with at tent ion to their applIicab ili ty to various aspects

ot thle APAR problem. In Sect. 4.2, we provide a genera' overview of thle wave-

*length d iversity processor. Specific details ni the design of thle svsttm kc.e

ISSLeMh led aire provided in Sect . 4 .3. Thel( original reason [b] ior

consider ing the use of a wavelength diversity processor was to al low co-Tnlox-

value.' dot i to be efficiently processed in our non-cohe~rent processor [51

Inl Sect. 4.,we review and su~mmari:'e the variouIs possible techniques for complex-

voil cd data procossing in non-coherent SVStcnMS. The specific use of thle wave-

1cngLh dive'rSitvI processor in process ing complex-vol tied data is then addressed

i n Sec t. . 5. A new tech-nique is introduced in Sect. 4.5 that produces the

coi:plex output directly, without the post processing required in the system we

prvvi0LISlv descri!)ed5]

In subsequent -ub-se t ions, we consider other advanced aspects of tills

wavel engtth diversity porcessor for various APAR operations. Included are the

system's use a-, a multi-channel '-D vector-matrix convolvor (Sect . 4 .6)., a

maitrix-mitrix mu tj imIir (Sect. .7) , a matrix inverter (Sect. 4 .8) and a

co\ ;iriance maitrix cenput or (Sect . 4. 9) . E.xper imentalI ver if icat ion and

demonst iiit ion are i nclIuded for thle appIicat ions in Sect.-. 4 .5 and 4 .7.

- . . .2 LNERAL PROCESSOR l)ESCR I P1 ION

The geneLra I s( hena t ic for the wavelIeng th6 diver sit y AI'AR processor is

shfown inFg .1 h nuta n ilin I. 1 iniar lior Iiod(, (ID) or light

e-Mitt i ng diiode (LEDl) arrays, I or a colI r-sepa rated widehand 1 isiut source and 2-D

sPat hall I ighit modul;tor (SN :t in],
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achi itti:'., at different wavelengths , 0 to A Advanced LD technology

[23, 24] and advances in optical communications [251 appear to allow fabrication

of such an input L) array. In the system shown, the output light from each LD

array is spread horizontally (to uniformly illuminate each row m of the mask at

PB) and imaged vLrticallv.

We denote the output from P by a and the transmittance of the mask

at 1B by b Leaving PB we find the product i, a . Note t!hatB'- mn B' ml mp,

the light [rom each linear LD array is combined in 1) thus SuJeri1.1M cIc L

i:-put colors and hence provi,]ing essentially .hite Ii!ht i It rlinat ion of

w.,, izont aIIv. Behind P we place a grating that separ< tes the different input
B'

wavelengths horizontally in PC with all t light going to output Po' all 1,

light to ll ,..tc. at P Plane P is imaged onto P . The linear detector arrays
'C, B C,

ai P1 have sufficient ,eight so that the rows of P are imaged within each detector

element at P This provides the summation over m of the P, outputs.
C*

The final P. output is thus

M

C. = h a (4.1)
C, I M1 [l

m

where P in Fig. 2.1 is con' P is C In , etc. We will use a, b and C to denote

optical values and x, H, and y to denote data values in this chapter.

T:,,e PC output plane thus contains L linear I-D detector arrays each with

N elements, or equivalently one L • N element array. This 1-1) output detector

topology is preferable to use of 2-I) arrays, both from fabrication considerations

Sind from tile ease with which appropriate horizontal spacings between the POl P1

etc. sections of the 'C array can be achieved (compared to the ease in obtaining

the necessary vertical separations between rows of a 2-D array or between verti-

!,ciI Iv stacked 1-I) arrays).
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The general format for PA' P. and the data incident on PC is shown in

Fig. 4.2. As shown in Fig. 4.2, P has L elements horizontal ly and M elements
A

vertically. We denote the width of each element (I) width) by 1, , their center-

to-center horizontal spacing by .p a nd thk-ir vertical spacings by V. The
a

horizontal size of the P mask is denoted by' p and the vert ical (as well as
B b

horizontal) size of an element of PB is chosen as 'v (this allows 1:1 imaging

vertically of PA onto PB )- The pattern incident on '(, is shown in the bottom of

Fig. 4.2. It contains 1, 2-D patterns each of M X N elements. Each of these

M X N patterns incident on PC is the product of one column of A at one and the

P mask. The center-to-center separation between each M X N array is p . The
h B c

P detector with its long height integrates or sums the M outputs in each

column at P In Sect. 4.3, we will relate the 'p and .'p parameters in Fig. 4.2
(1

to the system's design factors.

In Fig. 4.3, we show the functional block diagram of the wavelength diversity

processor of Fig. 4.1. The system thus forms at its output the products of 1,

input vectors a and the matrix B.

- SEP'ARATION I
0,i n

m
bC

C = B , ;\

1 tig; . 3 FUTctionol block diagram of the wavelength diversity APAR processor.

.iP
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lBetore describing the assembled system and its parameterization and design,

we discuss an advanced version of the svstem in which three matrix masks B B-LO' -1

and B) (with center-to-centor spacing '.Pc ) are placed at P (Fig. 4.4). Consider

til sc 01 tlrOcc Iinear LI) input arrays a0 , a and a2 each emitting at a different

(Fig. -. 4 top). Each I1.'s output is spread horizontal] y to illuminate all of

1' and liach linear LD array is imaged vertically onto P The Pl, output is again

passed through a grat ing that separates the colors. The spacings between the PB

masks is .P , the same as the separation between each P output at P ' With

proper ChoiC,- o- spacings and grating frequencies, the pattern incident on PC

is as shown in Fi 4.4 h tot ton).

i'he P output pattern (Fig. 4.4, bottom) obtained for this case is best

sten 0y considering each a ipput s Ipa ratClY. The a 0 input at "0 multiplies all

three B masks at B a 0 a t P C ' Because the three masks at PB

are spaced by ".p 'and becIuse PB is imaged horizontally onto PC, the B a0 outputSc B--

at I' onsists of thtre, terms: B ao, B a and BIa separated horizontally at.O 0' -ro - 0

by ,. We now consider the a input at P) at " The P output resulting

from this input is B a l and again contains three terms: a, Bl a and B a

each separated b" pc. 1v1 p ropk'r choice of 1-,0 and the f requuncv of the

grating, tilt h differencc causes the iB a pattern at P{ to be displaced from

the B" a 0 pattern at I>. by p Wh ich i j Is, the widt h of an individual Bja pattern
c -_1 i

(wi it I:1 imaging assumed from IB to P ). To achieve a ',p shift at I' due toiB , c

S., w- 11ttt satisfy

= f d
It c 0 to

whcrei t he torms i nv, I vid .i r. discussed in Sect. .3. Thc P pat t erns are d isplaced
C

!t ~ ~due to,
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0 1 2

A' B ~o

r =0 r =1 r =2

B~ -2
B a Ba Ba0

-0 -2

'I CD B 0- 1 -1 1 - 1
11, a, 0

%-1 B Ia 2  B 2a 2

z £=0 2 =

Fig. 4.4 General patterns for the wavelength diversity APAR processor.

-d, d,.

VAA L3-- L, LSG

d, 43 - d W %* --- 41

COLOR MULTIPLEXED LINEAR SMANS0,EM ROCE$I0A

OPTICAL TOPOLOGY

Fig. 4.5 Schematic of the experimental wavelength diversity APAR processor.
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whereas L2 images the slit horizontally across PA

+ i - (4.3)
d1 + d2 + d3  d 4 fc2

Thus incident on PA' we find separate wavelengths or colors of light A) = 1

etc. at different horizontal locations across P A At PA we place a mask whose

transmittance in x = k and y = m corresponds to the desired a pattern.

Lens L3 performs 1:1 imaging of PA vertically onto P

I + 1 = (4.4)

d d f
5 6 fc3

Lens L also images G horizontally onto P
2 1B

1 + 1 1 (4.5)

d d + d + d6 fc2

This effectively recombines the different X colors of light incident on PA

from G I at PB so that PB is illuminated with essentially white light (i.e. all

from all L sources is spread horizontally across P as in Fig. 4.1).
B

If a grating G1 of spatial frequency f0 is illuminated with light of wave-

length , then the first-order diffracted spot in a plane PA a distance d from

G1 lies a distance , from the on-axis location, where

P = fo d. (4.6a)

In the svstem in Fig. 4.5, the spatial frequency at G is f0 and the spatial

frequency at I,2 is f' "here

fo = f (4.7)

d I + d 2  d I + d2 + d3

1
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since fo f() if d3  i and the effective frequency fh hould be used in (4.6a)

with d = d,. Solving (4.7) for f' at Ehe plane of 1. and substituting this

express ion for fo in (4. ha) with d = d,, we can relate input ., horizontal dis-

placement p in P and lens spacings b"

p fo d 4(d + d 2 )/(d + d2 + d ) (4.6b)

Rewrit ili (4.(b) in terms of the wavelength separation A> = - 1 between
Q + I

* ad jaent vectors and tOle spat ial separation Ip (see Fig. 4.2) between the input~a
%,-, t'rs ill P Wc obta in

' ) da(d + d 2 )/(dl + d2 + d3 ( 4 .6c)

* ii[- 1) masks useed wert, :. element binary arrays. They were drawn on

A it.rl ith .3A masking film ind then photoreduced 20X onto Kodak 1A high resolution

pl t "s. F(,r the timil P inputs, 'p = 2 . 5 mm and 6p =0.15 mm and . = 1 mm.A a a

AI i indrical lenses used had focal lengths f = 100 mm. Satisfying all focusing

anod imaging conditions, all d i values in (4.2)-(4.5) are found and '1 = 48 nm in

(' .() results. This value appears to be typical of the A/ difference to be

(,xprttd bltween LD irrays of different colored light [26] With cpa = 0.15 mrm,

the spet tral width of each ' is = 0.64 nm. The value lies between the typical

sppctr.il tin width of an lI) (30-'40 in) and a I.D (0.01 nm) 121,1.

I
ST nw r-eturn to the det;iils of t1it' rest of the system in Fig. 4.5. Lenses

;' .i, I' withi 1 :1 magnification onto PC,

d8 = i +2ff (4 .8a)

d= d +d = = 5 , (4.8b)
7 9 10 s4 5
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where f = 381 mm is the focal length of all spherical lenses used. This 1:1
s

imaging from PB to PC maintains matched PB and P plane sizes, with the separations

between B a outputs equal to the separation 1 c between the B mask patterns.

it is thus necessary to ensure that the separations at PC between the different

wavelengths (of separation .A,) also equals APc. The grating C2 performs the

separation of the A- colors at PC" These colors were initially spatially separated

horizontally at P A by APa as in (4 .6c) and later recombined at PB by condition

(4.5). The separation Ap at P between !he different A is related to their

wavelength separation ' - by
,+

(4.9)
A,)( f .)f d lo "

Since each vector in 2 at PA is not just one but contains a range 6, of

wavelengths (due to the finite slit width 6pa used (Fig. 4.2) as well as due to

practical 6, ranges for LDs), the 6
Pa spatial spread due to a D1 is given by

(4.6c) with p = 6Pa and I = , or 6pa f (6 )d. The PC output will also have

a spatial spread or resolution 5P, due to Pa given by (4 .6a) with d = d 10, and

p = Ip . The horizontal image resolution in PC due to 6p is thus

pc = pa (d /d ) (d + d + d )/(d + d2 ) (4.10)

Experimentally 'pc <- O.A mm wa. obtained. With LD ;ources. tvpica l spectral line

widths are 0.01 nm; therefore we expect about a IOX improvement in horizontal image

*rest) Iit ion.

When the actual svstem of Fig. 4.5 is used with multiple linear LD input

arrays at PA' lens 1) is placed f 2 to the right of P A This collects all

light from the LDs and images each LD column at P horizontally across PB thereby
nA I'

, illuminating t' with white light.
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4 .4 REVIEW OF COMPLEX AND BIPOLAR DATA HANDLING

In this section, we review the major techniques by which complex-valued

data and bipolar data can be handled, represented, proct-' . ,(d and operated upon

in a non-coherent vector-matrix I rocessor of the type used.

PA

7" Pa
!z. nhcolumn

.11

a(m) -mth row

PC

BT ZT

Fig. 4.6 Schematic of basic vector-matrix non-coherent APAR processor.

Consider first the svstem of Fig. 4.6 whose input at PA is a 1-D vector a
m

With a mask b at P B theP output is
m.n B tit1

cn Hb a (4 .11)

whetre N telements alt ' , N X 1 it P at N at 1' are assumed. The P output inA B C C

(4.1 1) is tht, vector matrix product

C = B ti (4.12)

whlt (C) denotcs i ve tor and ( ) i matrix. Since such non-coherent processors
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can operate only on positive valued data, new techniques are necessary when the

data values are bipolar or complex (the latter is the case in APAR). We first

consider two methods to process bipolar data and then two techniques for complex-

vaLued d'Tta. In Sect. 4.5, we describe a new and preferable method for complex-

valued data processing using the wavelength diversity processor. In Chapter 3,

we consider a new method when multiple wavelength sources are not available.

This latter technique is the one used in our lOP system, the one discussed in

Sect. 4.5 is the Ci.e used in the wavelength-diversity processor (the subject of

the present chapter).

n the first bipolar-valued data processing method considered, we bias Xm

and hm,n data as (1/2 + x ) where -1/2 < ::n < 1/2, so that the recorded data

a and b satisfy 0 a b 1

m bm,n -i m mn 1. The output from detector n at PC will

then be the sum of the light leaving the n-th cAumn of P or
B

= (/2 + hn) (1/2 + x ). (4.13)n m m

The correct y output (4.11) can be obtained from c byn n

V = C - . (a /2 + b /2) + M/4. (4. 1)
n n m m mn

The 1: a /2 and M/4 terms in (-.14) can be optically computed by addition of onemf m

extra cou1mn to B with uniform transnittance of one-half. ',t the correct detector

output in P , we obtain L a /2 + >.I. which can thus be subtracted as a

constant from an observed c tputs in an electronic post processor. Computingn

bm 11111/12 ould also be pertormed optically in one iteration with all a = 1/2.

The c output in P is then /2 + !/4. This technique reducesm C] M~ m, n1

the useable dynamic range of the LED input, the B mask and the output detector, but

it requires electronic post processing plus an extra iteration of the optical

system (or electronic computation of : b for each new B). This technique only
mrn m,n -
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increases the space bandwidth (SBW) of B to (N + 1) (M + 1) from NM and is thus

att ract ve.

In the second method of bipolar data processing we consider, each component

is divided into its positive ( ) and negative ( ) parts. The output from PA
%+ -_ '

is thlis [Mm X ] where the top half of the LED source array is fed with X and

the lower half with N Note that this scheme now requires a 2M element input

LED Jr Iv. he' B mask at 11 is similarly decomposed into four sections (increasing

its Ki' I~v ba factor of 4 from MN to 2M - 2N) as in (4 .15). The c n output at P

is thirs

+ H (/4.

X =m4.15)

++

A 'N clement I inca r out pot detector is thus needed. The Y outputs appear onn

the first N detector elements and the v outputs on the last N detector elements.
n

The incrcased SBW of PA -P is a disadvantage of this system. However, it requires

110 electrolli post processing and does not reduce system dynamic range.

Spcif ic p:i'lol i ic't ion of tht dvoa'mi;' r;ancle of thie a M m n d .m, m1, n nl

elemiUntI vl VtIL- d the ' -O ' component spec if i .at ions (SBW and dyn:mic range)
A

for 'X.1 t S'ccnarios is Ineeded to enable a decision between these two bipolar

data p 0ro(0 int sChelMLs to he made. We now consider two techniques for complex-

vAt0d dato processing.

\n .Ittr;ictive method for performing vector-matrix multiplication, or

.p. s- vI. -' i (ed d tl Wta s decrihed !'- g nd 127'j tor ('C processing and ;oodman, et

a'I L 1 for opr ical processing. It was then appiieJ to a vector-matrix electro-

opr ical processor to pcrtarm
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the I)FT by Goodman, et al. [29] and for APAR processing by Psaltis, et al.

[5). In this technique, erich element is decomposed into its residues along

unit vectors spaced by 120" = 2,1/3 in the complex plan( as

x = x O exp(jvO) + x exp(j27/3) + x, exp(j4.,/3) (..16)

For simplicity, we denote the three components of x along the three directions

by X-, X-, and x, with similar notation used for the three components of the matrices

0' 1' 2

if and the output vectors N'

In this notatin, we describe Fig. 4.6 as

6 110 tt i  X6!
1iI - x 4.7.

S2 K6l (4.17)

In (4.17), all components are real and positive. The P input is ]M long, PA B

is 3N • 3M and PC is 3N. The P2 mask must be properly arranged as shown in (4.17).

The increased SBW of PA-Pc by factors of 3 or 9 is the major disadvantage of

such a system. This system arrangment was the one we used in our earlier phase I

work [51 to realize and demonstrate electro-optical processing of complex-

valued APAR data.

The second complex-valued data processing technique previously described

16J and demonstrated by us used color-multiplexing and the complex decomposition

in (h .16). In this processor (see Fig. 6.7) three linear LD or LED input arrays

aire used at Pl with different wavelength outputs kO- , . The inputs to t he three

0,D input arrays are -Xox and the B mask at P2 was arranged as

( .18)

.- -0 -l -2
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n CO)

2C

Fig. 4.7 Original color-multiplexed vector-matrix processor schematic.

Co0

Fig. 4.8 Mut pot detector post processing at P 3of Fig. 2.7 to real ize Y6

from thee C C outputs.
0' 1' 2)



( - 152 -

The B mask was illuminated with all input wavelengths as before and the three

separate .s were then separated vertically (not horizontally) at P3 by a grating

between P2 and P The output P 3 patterns on the three linear output photodetector
3* 3

arrays are thus

c0 = On L B0  B1  B2 a 0c n [B 0  1  _2"

C I = In 0. la 1  (4.19)

c 2  2 2n = [B 0  B1 B 2 a 2

and the system so described by

t C

i''0

cI B [a0  a- I  a'] (4.20)

The oesired y0 * v-N v 2 output s are:

Y= x. + P x- + [I^x,
y 6  -006 -2 1 -1 2

- 1 A A1
0 l = [!x- + H- ,- + Hx- (4.21)

1 -1 0 --0 1 -2 2(.1

y; = H + Hix i + ^x^
2 -20 -1 -0 2

the observod c 0 ' , c2 outputs at P 3 are:

Co tOO . -B1O B 2 ao
= i BI ']' (4.22)

C2 0 1 -2 - 2
-" =2. 12 _2a21

.a real'ze (4.21) from (4.22) we combine the detector array outputs as

shown in Figure 1-.8;

A
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lio- =Ba 0 + Bla 2 + B a1

=Ba1 + Ba 0  -1 B~i (4 .23)0 (2

W12 = n + Bi3 I + B;Ia

The svstvrn of Fi . ..7 reduces t fit 1 -1) input and Output SBA,, requ i rements

by a IlaCtor of three (by u-,, 0 tlrct I-D in;ut ,: irra' , ,it di ficrent and

4 three 1-I) output detector arr,.vs sta k,.d vrticail I'.) .ni ti. 51W oI the '1,

mask iB to * • . In Sot. .. , supuri,,r ol,-I lt ipl xe l prrcssIr

without .lc trnic post pro, tL-Sin. is des, ribtd.

.5 COMPI.E X-VAILIUI) 2AVIIlN )1- IVERS I TY PROCESSOR

In this sect ion, we describe new and preferable bipolar and complex-

vallued APAR processors and techniques using the wavelength-diversity processor.

We also provide experimentai confirmation and demonstration of the system.

We first consider the ncw bipolar-valiicd data processor to realize (4 .15)

Th basic system of Fig. 4.1 is used with the data format ted as shown in Fig.
a+ - t+ -

4.4. For this case, we ,ecompose into N and and IH into 1 and 11 At

I' w place three I inca r 1,f) a rri , c cah emitt ini at a different

and 2 e describe the three linear 1.1 out )utsat P b a 0 al a)

Sa O = : . aI and a 2  At P. we place two matrix

imasks sidle-bd-side, 1 i = I and I = I- The output at 1' will thus have four

term sI c

l terms spatially separated horizontally:

-



- 154 -

o =B a 0

C, = Ba +  al-1 -0 1 (4 .24)
o~ = +a 0c2= B Ia I I a

c 3  Ba

The central cI and c2 outputs at P are the desired bipolar components of

C

Y= C -- + H+-y = • 1 = . +-+

V= c2 =Ix + Ii x (4 .25)

From (4.25), we see that the use of one additional linear LD input array

provides the correct y and y bipolar output components on the two parts of a

linear output photodetector array in P C Use of the prior color-multiplexing

scheme with bipolar data would require electronic post-processing to sum and

combine the proper photodetector outputs as well as two linear output detector

arrays stacked vertically.

We next consider a second method of processing bipolar-valued data usino

wavelength diversity. This approach combines the methods of (4.14) and (4.15).

This technique uses two linear LD input arrays (rather than three as above) and

A~ -+one PB mask (not two as above). The LD outputs at A 0 and \i are a0 = x and

a= x and the components of the B mask are bmn (b + 1/2). The resultant-- m,n m, n

* outputs on the two parts of a linear photodetector array at P are:tC
= b a -T /2

Y m m,n a0,m '0,m

V = Z b a -: a /2. (4.26)
11 m m,n Im r I'm

We can generate the last two terms in (4.26) by use of an additional column of

B with transmittance 1/2 as noted earlier. The outputs from the two associated
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photodetectors are the last terms in (4.26) and thus can be electronically

subtrajcted from the observed c outputs to produce the desired v and

outputs ls in ( .26) . Thus in order to reduce the Sit:' requirements of PA and

P . We trUade off dVnmIc ra ge' in PB (by adding ;a hias and roni r, om. tl e't rnni,."
B

post processing.

We now consider a wavelength diversity processor to realize the complex-

valued vector-matrix operations required in APAR. This system does not require

the electronic po.t-processing of our prior system 14 .11 nor does it need 2-D

or stacked 1-D output detector arrays.

We consider forming

\, = fix (4 .27)

where all elements can be complex. At PA' we place five (not 3) linear LD

arrays emitting at - 4 nd with inputs a - a 4 , where

a 0  X6' a = xi, 2  x, a 3  0 a 4 = X 1 , (4 .28)

and xo-x " are described by (4.16). At PB' three B matrices B0-. are placed

sidc Iv side where

30 = - I = H-' R- = H-, (4 .29)S--0'-l -1' -2ptt4.9

i 1; are the project ions of i1 as in (4 .16) . The resu ltant P pattern

contains terms in five wavelengths.

I!
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.1 A~

At A 0 we find Ba containing the three terms B B a and B a separated

by pc, which was chosen equal to the 6p separation of H, H and H at P The
bth Ba output

Ba I output at X is shifted right by 6p from the output with - 2

shifted right by Apc from the a output. The Ba3 output equals Ba and is dis-

placed from the Ba2 output by Apc (all A +l- A values are assumed to equal 6A

and AX is assumed to correspond to a p c). We show the 3 B .aa output on the

top line in the PC pattern in Fig. 4.9, displaced by Apc from the Ba2 pattern

and by 3Apc from the Ba0 pattern in X0 light. The Ba4 pattern is similarly

BA _% -a I sdslcd y3pfo h
shown beside the l pattern since 4 = BaI .  It is displaced by 3Apc from the

AI pattern for reasons noted earlier.

P A
Ap I A

a0 a1 a2 a3 a4

P B Bi
B -0 -1 -=2

Ea.Ba

0 F2at

c 0 c I c2  g c3  c 4  c 5  g c 6

Fig. 4.9 Formats for the novel complex-valued data processor for APAR.

II
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As before, the actual patterns at PC are superimposed erti cally

CCand are shown separated verticall only for clarity. The PC detector forms

the sum vertically in i of the PC outputs shown. The outputs of tLhe three

central detector arrays are

c = = + + x

c = = H-x- + H-x- +Hx-
3 0 -=0 0 -2 1 -12(4.30)

, = _ - - + Hx .
4 -;-10 -{ 22

We note that each of the output components (Y, vy], and y2) in (4.30) contain three

- From (4.30) we see that the outputs from the 1. • N = 3N linear output

detector elements are the 0, 1 and 2 projections of the complex y vector-matrix

product in (4.27). '.'hus, by the use of five input LD arrays (rather than 3),

no output PC electronic processing (summing and reorde ing of data) is needed to

obtain the components of the complex output (as in Fig. 4.8).

To demonstrate the use of the data formats in Fig. 4.9 in the system of

FJO,. A.1, a specific complex vector x and matrix I were chosen:

I + exp (j21/3) + i

I + exp (j4TT/3) 0 +

X = 0 (L- .31)

exp (j2u/3) 1

exp (j4,/3)

t-
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6+ i i + 0

0 +2 1+2 2 6
H =(4.32)

i+2 2 0 0 0+2

2 6 1 6+ i+

The short-hand 0, 1, 2 notation is used for simplicity of description. We write

the three 0, 1, 2 components of x and H explicitly as

a'1' 10

1 0

0 1~

x! = 1 , x 0 , 02 (4.33)
U 1 2

0 0

10100 0 -0101 0 0011 1

01001 i0100 01 11 0

= 1 0 0 1 0 H = 0 1 0 0 1 , H = 1 1 1 0 0 (4.34)

0 0 101 1 0 010 - 11001

,0 1 0 1 0 0 0101 10011

The format of Fig. 4.9 was thus used in the laboratory version in Fig. 4.5

of the system of Fig. 4.1 with the vector-matrix data of (4.33) and (4.34). The

PA pattern is shown in Fig. 4 .10a for the vector in (4.33). Each of the five

vector inputs shown are actually in different colors or A but are printed in

black and white. The PB pattern containing ,H and H in (4.34) is shown in

Fig. 4.10b. The output PC pattern is shown in parts in Fig. 4 .10c. The

output in colors I0 and 3 is shown first. Each is H x0 . Because 3- = 3,A)

corresponds to a 3p separation, the 0 and 3 pattern contains two

c 3

L ,L ... .. .• .. . . ... ' . . . " "__ *
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x xCOMPLEX VECTOR OUTPUTS

(a)

I ylI ydI Y

PA COMPLEX VECTOR INPUT I I l ** I
(C) H

N" _T lU lrl I u II
"4" ' ' -I I J

4 H. I HTi MT. I

ii~lm~ll ll it i~ 'i

--N N comTposit, (d)

Pa COMPLEX MATRIX INPUT

Space Interating [Jf[ffJ
Detector Array (e)

y(I)l roil) Yf(I)

5
4
3

Detector Output 2

Fig. 4.10 Example of complex-valued vector-matrix multiplication.

in ,, . .. -.. . - . . .... . . .. ! ... -. . . - -~ .. t ¢. .. . I#l-,r . .. a. .
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H_ x0 patterns side-by-side. Since x6 contains three l's, only the first three

rows of H :ipp ar is shown.

Th, output pattern in 1 and A4 is shown next. Since a 1 = a 4 
= xi,

this pattern is two H x1 patterns side by side. Since xi contains a 1 as the

first and fourth elements, only the first and fourth rows of H appear in the H xi

output as shown. The H x output is shown next.

As noted before, these patterns are superimposed vertically at P C This

composite P output pattern is shown in Fig. 4.10d. The central 15 columns
C

of the Fig. 4.10d pattern are incident upon a 15 element photodetector array

shown in Fig. 4 .10e. The detector integrates each column in

Fig. 4.10d. The first 5 detector outputs in these 15 elements are the five elements

of2, the central 5 detector outputs are the elements of and the right 5 detector

outputs are the elements of the Yj component of the complex y = Hx output.

When the system of Fig. 4.1 is used as an iterative processor, a 5 element

complex vector with components 0, 1, 2 is added to the respective 15 detector

outputs and fed back to PA as the 0, 1, 2 components.

To show that the experimentally obtained output is correct for the specific

example in (4.33) and (4.34), we computed y = H x and found

y = [Yo, YI, Y2 ' Y3 , Y4J

= [40 + 3i + 22, 26 + 31 + 52, 46 + 4i + 32, 20 + 2i + 52, 46 + 3i + 22] (4.35)

= 120 + 1, 1 + 32, 0 + 1, 1 + 32, 20 + i].

The first representation in (4.35) lists the five elements of V. The computation

of y = Hi x yields the second expression in (4.35). Since 0 + I + 2 = 0, we

subtract these common factors and obtain the last expression in (/.35).
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The detector outputs from left to right are

SY2)' Y0' 'I Y2''' Y 24 YOO'''Y04 YI0"Y • 
y(4 .36)

From (4.35), the expected 1) detector output is
C

Y= Y5 Y Yi [0303020102111111. (4 .j7)

The optical output data (obtained by summing the column outputs in Fig. 4.10d)

is (
25352 42424 33433 y2, YOI Y" (.3(a)

Combiring the first elements of y , y6 and ' and then the second etc elements,

we obtain

243 523 344 523 243.

The symmetry of these outputs was set by the choice of matrix used.

Subtracting the offset or lowest value from each pair of three values (e.g. for

the first set 232, the lowest value is 2. Subtracting 2 from each element

of this set yields 012) yields

021 301 il 301 021 . (4.36h)

We now recall that the three elements in each of the above groupings corre-

spond to the 2 0 1 component values respectively, we write the above output as

2 0 + 1 3 2 + 1 0 + 1 3 2 + 1 2 0 + 1. (4.37)

This detector output pattern is shown in Fig. 4.10f atter electronic post pro-

cessing. This pattern in (4.37) agrees with the predicted result in (4.35),

thus verifying the system's operation as a vector-matrix multiplier of complex-

valued data forAPAR. The subtraction of the smallest component of each v

element output from all five of those output components is easily achieved

bv a comparator/subtractor. This is necessary because the components

, 1, 2 are not linearly independent. A simple geometrical construction to

llOW computation of the components of the complex data is shown in Fig. 4.11.
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0O+ I

1+2 - - 0

2 2 + 0
.

a.

Fig. 4.11 Geometrical construction to determine the product of complex vectors

as projection components 0, 1, 2.

-f

I=
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4.6 MULTICHANNEL 1-D CONVOLVER

An alternate and more general formulation of the wavelength diversity

processor of Fig. 4.1 as a multi-channel 1-D or vector-matrix convolver is

possible. We can advance this formulation with reference to Fig. 4.4. We

denote the L linear vectors at PA by the index Q, the R matrices at PB by

the index r, and the L linear N element outputs at PC by the index also.

Summing the vector outputs at 9. = 2 in PC we obtain

iC'

c = 2  = - 0 I a + I (4.38)

r,-.5
or in more general notation with and r as the a and B subscripts,

S B a (4.39)
4r -r i-r

For 2 and r = 0, 1, 2, (4.39) becomes

1 2 A A
c a = B a + B a + B a (4.40)

2r-O -r 2-r -O 2 -1 1 -2 0*

By inspection of (4.39) and Fig. 4.4, we see that the form of the output at a

given N element detector in P is that of a type of convolver, specifically a
C

multi-channel 1-1) vector-matrix convolution. This general operational descrip-

tion in (4.39) of the system improves the power and flexibility of the wave-

length-diversity processor with wavelength as the convolution shift variable.

We thus rewrite (4.39) as

c(') = I b(r) a(Y-r)dr

c(\) = n t(r) a(\-r)dr, (4.41)

trom which the convolution with as the sLift variable is apparent. The P
(o

output is shown in Fig. 4.12 for this general case.
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B a B a
-0 -2 -l1 9-2 -2 Z-2

-1J 9-1 -B Ia,1 -- 2 a9-1

superimposedA
BaO a Ba,

C c- C C c2 +1  C 9+2

41

F~g. 4.12 General PCpattern description as a multi-channel 1-D wavelength

* convo Iver.

I 1 A

........ .....................

P'ip- 4.13 Example of matrix-matrix multiplication.
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4.7 MATRIX-MATRIX MUI.TPLICATION

In this section, we consider a new application of the wavelength diversity

processor, to perform a matrix-matrix multiplication. We describe two new

elcctro-optical systems that achieve this operation. Consider formation of

C; B , (4.42)

where

'11 "12 1 "12 '.Ill ;112

21 '222 1 '22 .' 21 ;22

Substitution shows

1,\ 1  12 2 11 12

21 22 21 222

= ( bll ;111 + )1?2 ;121 b l 1 2 1 + 1)12 ;122)

21 11 + a 2 a + b 22a22

( ,I2 = C (4.44)

21 110 -- 2 1 2 2

to he ti., Jsired result.

Consider tLe simplified version of Fig. 4.1 shown in Fig. 4.13. The input

at t1 is N v.- t ors ; each of length M corresponding to N spatially separated

w velen ths !- I :ll'Ill- 1.f) vector is imaged vertic;i lv and spread horizon-
n

talIv acros.s P where I mask h(m,n) is placed. P2 is imaged onto 1'3, while

etact' 'n is separiated vertically
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XI

i~A 1 ".l

: o - r "2 I:ii : :'

77U
SYll Y12

Y21 Y22

P 3 DETECTORS

Fig. 4.14 Formats for the data planes in Fig. 4.13 for matrix-matrix multipli-

cat ion.
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at P3 by a grating as before. The P3 pattern is thus described by N vectors

(n) each of length N and each formed in a different .n light where p) fs z,

- is th,- input wavelength, f s is the spatial frequency OfI Lhe 'grating

between P, and P and z is thl distance from P2 to ).

To realize (4.44) using Fig. 4.13, we place A at P as shown in Fig. 4.14.

When the -B T mask is placed at 12, the P3 output cotitaining eight elements

."Suits. The detector array at P contains four elements as shown. Over-
3

layii:, the detector and P output patterns, we see that each detector integrates

the sum of the orresponding two output P3 components. The four detector out-

puts are thus the components of the desired C output matrix in transposed form.

We now consider a matrix-matrix multiplier using a 1-D detector and 1-I)

input vectors of longer length. To visualize this system, recall the descrip-

tionf Fig. 4.1 in (:.I),

M
c = b a (4.1)

n mn m,

This is the product of the two matrices A and B,

C = BA, (!.45)

where A is an I X M matrix and B is N X M.

To demonstrate this use of the system of Fig. 4.1, we consider the matrices

I (1 1 0 1-1 0 1 0 1

I 1 0 L 0 0 1 (1 1

A 0 I 1 0 1 B = 1 0 1 1 0 (4.46)

1 0 1 1 0 0 1 1 0 1

~o 0 1 I 1 1 0 1 0

I*
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I A

Ak+;2 A3

A 1 + '3- 4
'AO +A2 +4 EU

spread

PC IU

C111 - CT
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Substitution into (4.45) yields

F31221
12213

C = 2 2 1 3 1 (4.47)

21312

2 13122

To perform the matrix-matrix product in (4 .46) and (4 .47) on the system of

Fig. Z .1, the experimental system of Fig. 4.5 was used with five different input

wavelengths to distinguish the five rows of A. The input FA pattern is shown in

the top of Fig. 4.15, in actuality this image was in color with each column being

a different color. This 2-D input pattern with color horizontal with index

and with five elements per column with index m describes the 2-D matrix A(;,m).

Incident on P B' the five rows are illuminated with different combinations of

input wavelongths as shown in the center of Fig. 4.15. The PB mask B(n,m) in

(4.46) is shown to the center right in Fig. 4.15. The P2 output plane pattern

at P is shown in the bcttom of Fig. 4.15.

The detector at P sums the five entries in each column in P ., The 25

detector outputs (from inspection of the bottom figure in Fig. 4.15) are (from

ef t-to-r ight)

. c = 3122112213221312131213122. (4.4S)

We see that these detector outputs are the elements of the matrix C in (,,.47)

thus proving the, system's use as a matrix-matrix multiplier.
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4 .8 MATRIX-INVERSION

We now consider yet another new application of the wavelength-diversity

processor, its use in inverting a matrix. This applicaiton is of direct use

in APAR processing. Consider the matrix-matrix multiplier of Fig. 4.13 as

described in Sect. 4.7 with the feedback shown applied. We describe this IOP

matrix processor with PA input W. 1 PB mask [H], output W.. After addition

of a matrix F to the PC output, the IOP system is described by

W, = H W + F, (4.49)
M-4+ 1 -- 1

where all quantities are matrices and the subscripts refer to successive output

iterations. In steady state W = W and (4.49) becomes" I-i i -

W = HW+ F

= F(I-H)
-  

(4.50)

If we let H I-M and F = I, then the output is

W = M1 (4.51)

The system has thus performed the inversion of the matrix M at P The

system and algorithm used are shown in the functional diagram in Fig. 4.16.

Note that the output matrix to be added is the identity matrix and thus this

potentially complex operation is greatly simplified.

W-LI w + I = m xp

! "ig. ' .16 VilllwtiOnlil d; ,ram ofl ,ht' matrix-inversion processor.
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4.9 COVARIANCE MATRIX COMPUTATION

A difficult processing step in the APAR system involves the calculation of

the covariance matrix, M(Q,n) of the noise field, namely:

M(V,n) = x (t)x*(t) = 1 f x ,(t)x*(t)df (4.52)
n T Tn

where x (t) and x (t) are the noise voltages received by the 9th and nth antenna

elements. Rewriting (4.52) as a summation over t we obtain:

M(O,n) rZ E x(t,9 )x*(t,n). (4.53),-] t

We note that (4.53) is identical in form to (4.1) and therefore conclude that in

principle, the matrix-matrix multiplier can be used to compute the covariance matrix

by writing the time history of each of the 9, n = 0, 1, 2 . . . N-1 received

signals along the m spatial coordinate in PA and PB where x (t) is written along

the _ th column in PA and x*(t) is written along the nth column in PB Since the
A n B

received signals are complex valued, the SBWP required in PA and PB to represent

the data must be 3X as large and the resultant output PC SBWP must be 9X larger

than that required to perform a matrix-matrix multiplication of positive valued

data. The PA' PB and PC data formats would be:

PX (t'') x .. 1 ..
A ' 1 B

t 2 2N

-. ; I. iii .1i I'

- N - - N K- n---

, %" i * xi ×6" xi "x * X ' i*

oo00000.0 0.o. 0V. S OVe0eP 00.l . .. .ee0o " 00o*o* t0ooGO o 0 *a o00 e00

t x O x*x x 1* 1] '2

9N2

N2
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where N is the number of antenna elements and 2N is the minimum number of time

samples required to estimate the covariance matrix M as a time average.

Since the above calculation is essentially a matrix-matrix multiplication,

an experimental demonstration was not conducted. Further experimental work is

recommended in this area in order to assess the accuracy of the overall APAR

processing system.

4

I
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4 . 10 SUMMARY

In this chapter, we have described a new wavelength-diversity processor.

The use of this system as a vector-matrix multiplier and iterative processor

with complcx-vIluCd and bipolar valued data elements was presented. Three new

optical systems using three new algorithms to represent and process complex

and bipolar data in non-coherent electro-optic vector-matrix processors were

doscribed.

The system's use as a matrix-matrix multiplier, a matrix inverter, a 1-D

multichannel convolver and for computation of the covariance matrix M were also

described. in each case, new system data arrangements were used to realize new

and more powerful electro-optical processors and new adaptive algorithms for

various APAR processing applications.

A laboratory wavelength-diversity electro-optical processor was assembled.

It was used to experimentally demonstrate and verify its use in complex-valued

vector-matrix multiplication and as a matrix-matrix multiplier. In all instances,

experimeilts and theory agreed. The system offers the promise of increased

processor capacity (due to the added degree of freedom that wavelength provides)

and is Of use in developing new algorithms (as the systems described, fabricated

j and demonstrated have shown).

" Tli highllights of the WDP approach to APAR and the new research performed

during the past y ear include:

(l) WDP concept and demonstration of it.A (2) I'se of the WI)P concept in a new complex-valued data representation

(Sect. 4.4).

" l .. .L - - . . . . . . . . . .
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(3) Modification of the original WDP concept to decrease the electronic

post-processing necessary and demonstration of this concept (Sect.

4.5).

(4) Laboratory WDP system formulation and demonstration using an arc

lanp and grating (Sect. 4.3).

(5) Multi-channel convolver description and demonstration of the WDP

system (Sect. 4.6).

(6) Matrix-matrix multiplication description and demonstration of the

WDP system (Sect. 4.7).

(7) Description of the use of the WDP system for matrix inversion (Sect.

4.8).

(8) Description of the use of theWDP for covariance matrix computation

(Sect. 4.9).

.I
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CHAPTER 5 SLMMARY AND CONCLUSION

We summarize the highlights of our programs in the area of coherent optical

correlator (COC), iterative optical processor (IOP) and wavelength diversity

processor (W"DP) and thei- use in APAR processing.

Our new COC work on APAR'processing has resulted in many new algorithms and

system architectures as well as in the fabrication of many components for the COC

processor. In the past one year we have:

(i) Developed a new COC concept using 1-D AO cells rather than 2-D SLMs

(because they are more easily fabricated and more readily available)

and TI rather than SI correlators (because their longer integration

times allow better noise statistical estimates) (Sect. 2.2).

(2) Fabricated and performed initial testing of two AO cells (Sect. 2.3).

(3) Developed a new simulator to handle multiple phased array signals

with adaptivity in space and frequency, to compute weights and calculate

corrected antenna patterns, plus conventional Fourier transform and

correlation routines (Sect. 2.5).

(4) Devised a new adjunct antenna concept that allows full space and fre-

quency APAR data to be obtained using only a two-channel processor

.;(S.-c 2.':).

.t
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(5) Developed a new hybrid time and space integrating AO correlator

architecture that combines the best features of the TI and the

SI systems, and provides a 2-D display of the angle and frequency

location of the far-field antenna noise pattern from the two-

element adjunct antenna data (Sect. 2.6).

(6) Designed and fabricated a hardware electronic support system and

designed and nearly completed fabrication of a multi-purpose

computer-driven electronic support system for complex noise

source scenarios (Sect. 2.7).

(7) Developed a self-correcting post-processing system, a new fast

iterative modified projection method technique and an advanced

projection concept to compute the adaptive weights for narrow-

band and wide-band jammers that differ in both angle and fre-

quency (Sect. 2.8).

(8) Performed an experimental verification of a TI correlator and

used it to demonstrate residue arithmetic computations in a

new time position coding scheme. Residue arithmetic is an advanced

technique whereby numerical computations can be performed in

parallel with no carries and with reduced dynamic range require-

ments. This is necessary to realize an accurate optical computer

(Sect. 2.9).

(9) Demonstrated the use of the TSI system for computation of the 2-D

space and frequency output antenna pattern from an adaptive array

using an adjunct antenna (Sect. 2.10).

Thus, in conclusion, we have devised a new COC optical processor, demonstrated and

simulated the key points of the system, begun development of the necessary post-

proceisor, and fabricated the necessary components and support system to ful'v

study this COC technique for APAR.
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The IOP concept for APAR processing has proven to be most excellent. The

highlights of our recent work on this approach to APAR processing are summarized

below.

(1) Design and fabrication of a new IOP system with fiber optic

interconnections, pulse width modulation and a microprocessor

electronic feedback system (Sect. 3.3).

(2) Use of a new technique to allow the IOP to operate on complex-

valued data (Sect. 3.2.4).

(3) Development and demonstration of a new IOP simulator, antenna

model, and 2-D to 1-D mapping with space and time adaptivity

and including TOP error sources (Sect. 3.4).

(4) Demonstration and measurement of the excellent accuracy of the

TOP system to be less than 0.8% and with less than 1% error in

the antenna SNR obtained (Sect. 3.5.1).

(5) Development and demonstration of a new technique to ensure

convergence to the steady state solution and fast convergence

of the TOP system (Sect. 3.5.2).

(6) Real-time demonstration and analysis of the laboratory IOP system

for antenna adaptivity in space and time (Sect. 3.6).

The weights and antenna SNRs obtained experimentally were within 1% of the

theoretical limit. This excellent system performance in the IOP laboratory system

fabricated represents a major new optical data processing architecture that appears to

be quite attractive and useful for APAR processing and other applications.
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The highlighzs of the WDP approach to APAR ana the new rcsearch performe

during the past vear include:

(1) '.'DP corcept and demonstration of it.

(2) UTse of the .T_)P concept in a new coopiCe:-v.sued data repr snta2i.

(Sect. 4.A),

(3) Modification of the original WDP concept to decrease the electronic

post-processing necessary and demonstration of this concept (Sect.

4.5).

(4) Laboratory WDP system formulation and demonstration using an arc

lamp and grating (Sect. 4.3).

(5) Multi-channel convolver description and demonstration of the WDP

system (Sect. 4.6).

(6) Matrix-matrix multiplication description and demonstration of the

WDP system (Sect. 4.7).

(7) Description of the use of the WDP system for matrix inversion (Sect.

4.8).

(8) Description of the use of the WDP for covariance matrix computation

(Sect. 4.9).
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